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PREFACE

This book is a sequel to Modern Banking in Theory and Practice published by John Wiley &
Sons in 1996. It is a sequel rather than a second edition, because it does substantially more
than merely update the 1996 text. In fact, this book has taken much longer to write than
the 1996 book! In the eight years since Modern Banking in Theory and Practice was published,
many aspects of banking have changed considerably, though the key characteristics that
distinguish banks from other financial institutions have not. Some might question the need
for a book on banking rather than one on financial institutions. While banks remain special
and unique to the financial sector, books need to be devoted to them.

Modern Banking focuses on the theory and practice of banking, and its prospects in the
new millennium. The book is written for courses in banking and finance at Masters, MBA
or advanced undergraduate level. Bank practitioners who wish to deepen and broaden their
understanding of banking issues may also be attracted to this book. While they often have
exceptional detailed knowledge of the areas they have worked in, busy bankers may be all too
unaware of the key broader issues and lack perspective. Consider the fundamental question:
what is unique about a bank? What differentiates it from other financial institutions?
Answering these questions begins to show how banks should evolve and adapt — or fail. If
bankers know the underlying reasons for why profitable banks exist, it will help them to
devise strategies for sustained growth.

Unlike many other books in this field, the focus of the book is on the microeconomic
issues related to banks, covering key areas such as what singles a bank out from other
financial institutions, the diversification of banks into non-banking financial activities,
different types of banks within a banking structure, bank failures, and so on. There
are many excellent books that study the role banks play in the macroeconomy, and/or
the contribution of financial institutions/financial sector to an economy. There are also
numerous excellent books with detailed descriptions of the financial system in the United
States, Britain and other countries, but they cover other types of financial firms and
markets, which gives them less space to devote to banking issues. While recognising that
banks are an integral part of any financial system, this book is concerned with the key
banking topics: why they exist, investment, commercial and other types of banks, how they
have diversified, risk management, global regulation, banking structures/regulations in key
economies, bank failure and crises, banks in emerging markets, and competitive issues.
The final chapter provides some case studies — practical applications of many of the ideas
and themes covered in the book. Few books provide readers with a systematic treatment
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of the key micro banking issues, and it is hoped this volume goes some way to rectifying
the deficiency.
These are some of the main themes running throughout the text:

e Information costs, and the demand for liquidity, explain why banks find it profitable
to intermediate between borrower and lender. Banks undertake two core functions
which single them out from other financial institutions: they offer intermediary and
liquidity services. Often, a byproduct of these core functions is the provision of a
payments service. Given that banks’ core activities involve money, it also means
banks play a special role in the monetary economy — their actions can even affect the
money supply.

e For shareholder owned banks profits are the prime concern. So too are risks. The way banks
earn their profits, through the management of financial risks, further differentiates them.
The organisation of risk management, and the development techniques and instruments
to facilitate risk management, are crucial to the successful operation of all banks.

e The central intermediary role played by a bank is evolving through time, from the
traditional intermediation between borrowers and lenders, through to more sophisticated
intermediation as risk managers.

¢ The objective functions of managers and bank regulators are quite different. Banks are
singled out for close regulation because bank failures and crises can, and do, have social
as well as private costs associated with them. However, as parts of banking become more
complex, regulators increasingly rely on the banks’ own risk management models to handle
the associated risk. Given that bank managers do not allow for the social costs of bank
failure, is the increasing use of banks’ own internal risk management models by regulators
a development to be welcomed? Another issue: are regulators sophisticated enough to
monitor the complex models of risk management in place at the top western banks?
Finally, regulation contributes to moral hazard problems, so the regulatory environment
needs to give the correct incentives to minimise these problems.

e The international regulation of banks is growing in importance but controversial. Its
importance stems not only from the globalisation of banking, but also, because many of
the “Basel” rules agreed by the Basel Committee are increasingly seen as the benchmark
for good banking regulation by all countries and all types of banks, even though the Basel
agreements were originally directed at international banks headquartered in the major
industrialised nations.

o Identification of the causes of bank failure and financial crises should help to reduce their
incidence, thereby saving taxpayers from expensive bailouts.

e Banks in emerging markets are engaged in the core activities of intermediation and the
provision of liquidity. But they have a different agenda from those in the developed world
because most face a different set of challenges. No single model of banking applies to all
“emerging markets”, though many share similar problems such as shortages in capital and
trained labour. They have their fair share of crises, too. In addition, there are different
forms of banking. Islamic banking is one of the most important. Though not limited to
emerging markets, [slamic banking has developed most in countries such as Pakistan, Iran
and Malaysia.
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¢ The production function for banks is less clear cut than for firms in other sectors. Are
deposits and loans inputs, outputs, or both? How can cost X-efficiency, scale and scope
economies, technical progress and competition be measured?

e Mergers and acquisitions, and the formation of financial conglomerates, need not
necessarily result in scale economies and synergies. Measurement problems abound, and
the empirical evidence is mixed. In the 1990s, there was an unprecedented jump in the
mergers and acquisitions among banks, though the trend has slowed somewhat. What are
the reasons which encourage merger activity and are they set to continue?

e Even though many banks tend to underperform in the stock markets, the outlook for
the highly profitable, innovative banks is good, provided they can create, maintain and
sustain a competitive advantage in the products and services (old and new) they offer.
Like firms in any sector, banks need to plan how, in the future, existing competitive
advantage is going to be sustained and extended.

Chapter 1, The Modern Banking Firm, begins with a review of the traditional theory of
banking. A bank is a financial firm which offers loan and deposit products on the market,
and caters to the changing liquidity needs of its borrowers and depositors. There are many
other types of financial institution, and some banks offer other products and services, but it
is these two functions which are banks’ distinguishing features and explain why banks exist
in modern economies. This definition, in turn, raises another question. Why can’t borrowers
and lenders come to an arrangement between each other, without intermediaries? There
are two reasons. First, any lender confronts a variety of information costs — provided a bank
can act as intermediary at a lower cost than an individual or a pool of lenders, a demand for
banks’ intermediary services should emerge. Second, the liquidity preferences of borrowers
and lenders differ. If banks can offer a liquidity service at a lower cost than what borrowers
and lenders would incur if they attempted to meet their liquidity demands through direct
negotiation, there will, again, be an opportunity for banks. The payments services offered by
banks are a byproduct of these intermediary and liquidity functions. As the brief review of
payment systems suggests, though banks, historically, have been associated with payments,
other parties could provide this service.

Another question relates to the organisational structure of a bank. Chapter 1 draws
on Coase’s (1937) theory to explain why a firm provides an alternative to market transac-
tions. Loans and deposits are internal to a bank, so the intermediary and liquidity roles are
conducted more efficiently under a command organisational structure. Unfortunately, the
structure itself creates principal—agent problems, between depositor and bank, shareholders
and management, the bank and its employees, and the bank and its borrowers. Differences
in information between principal and agent give rise to adverse selection and moral hazard.
Relationship and transactional banking can, in different ways, help to minimise these
problems in a bank—client relationship. Neither arrangement is without its problems, and
different countries display varying degrees of these two types of banking. A separate section
identifies the key contributors in the development of the theory of banks, dating back
to Edgeworth (1888).

The second part of Chapter 1 provides a brief overview of banking structure, using data
from the USA and UK to illustrate the variation in banking systems. The chapter also looks
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at the main organisational forms in banking, such as: universal, commercial, investment,
merchant banks, holding companies and financial conglomerates.

The final part of Chapter 1 reviews the relationship between banks and central banks.
Central banks are usually responsible for price stability, and depending on the country,
have been associated with two other roles, prudential regulation and the placement of
government debt on favourable terms. These objectives can be at odds with each other,
especially price control and financial stability. By the close of the 20th century, more and
more governments assigned responsibility for the regulation of banks to another entity,
independent of the central bank. Some countries, such as Germany and Canada, have
had separate regulatory bodies for decades, but it is a relatively new phenomenon for
others as diverse as the UK, Japan and China. The reason for the change may be related
to the increased number of financial conglomerates, where banking is one of several key
services — central banks have no expertise when it comes to the regulation of other parts
of the conglomerate, such as securities and insurance. The argument for bringing the
regulation of all financial firms under a separate roof is a powerful one. Nonetheless, it is
worth remembering that should a bank (or any other financial group) encounter difficulties
that undermine and threaten market liquidity, the central bank will have a critical role
to play.

Though intermediation and liquidity provision are the defining functions of banks,
regulations permitting, banks usually offer other non-banking financial products and
services, or expand their intermediary and liquidity functions across national frontiers.
Chapter 2 reviews the diversification into non-bank financial services, including their role
in securitisation. The continued growth of securitisation and derivatives has added new
dimensions to banks’ management of financial risk. While banks continue to address issues
arising from the traditional asset liability management, off-balance sheet risk management
has become at least as important for some banks. Yet only the major banks and some
specialist financial institutions use these instruments extensively. For the vast majority of
banks, intermediation and liquidity provision remain the principal services on offer. Also,
poor asset management continues to be a key cause of bank failure, making credit risk
management as important as ever, alongside the management of market, operating and
other financial risks.

Chapter 2 also considers the banks’ growing reliance on non-interest income by banks.
But does diversification increase income and profitability? How should banks react to
the development of new financial methods, such as securitisation, instruments such as
derivatives, or technology such as the internet with e-cash? Next, the chapter looks at
international financial markets and the growth of international banking. Attention then
turns to the relationship between multinational and wholesale banking and the Japanese
and American banks that dominate global markets. What do empirical studies reveal
about the factors that explain multinational banking activity? What do financial data
for banks’ profitability, asset growth, relative operating expenses and relative share price
performance actually imply? Lastly, Chapter 2 asks how banks can turn potential threats
into opportunities. What is the future for cash? More generally, could IT developments
threaten core bank functions or will the 21st century see the end of banks as we know them?
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While the first two chapters concentrate on why banks exist and the challenges they
face, the next three turn attention to related key managerial issues in banking: financial risk
management and the prudential regulation of banks. Though there is risk in any business
operation, banks face a number of risks that are atypical of most non-financial firms. These
financial risks are the subject of Chapter 3, which defines the various risks faced by banks,
including credit, counterparty, liquidity (and funding), settlements (or payments), market
(or price), interest rate, foreign exchange (or currency), gearing, sovereign/political and
operational risks. The chapter covers asset liability management, duration gap analysis
and other standard approaches to managing financial risk, as well as derivatives, including
futures, forwards, options and swaps. Do the newer methods and instruments reduce risks in
the banking system, or, perversely, raise them?

The management of market and credit risk is singled out for special attention, examining
issues such as whether techniques like risk adjusted return on capital (RAROC) and value
at risk (VaR) quantify and contain risk. The chapter concludes with a review of how risk
management is organised in a major bank and the key tools it employs. Appropriate risk
management techniques, both on- and off-balance sheet, are absolutely crucial to banks’
profitability, and their long-term survival.

The way a bank manages its risk and how it is regulated are increasingly interdependent.
Hence, Chapter 3 is followed by two chapters on regulation. Chapter 4 concentrates on
international regulation; Chapter 5 covers the structure and regulation of banks in countries
with the key financial centres of the developed world. A section on the European Union is
also included because of its increasing influence on its members’ structure and regulation.

Chapter 4 provides a comprehensive review of the global regulation of banks, signalling
the growing importance of international regulations, such as “Basel 1” and “Basel 2”.
Why are banks singled out for special regulation? Should they be? It also looks at how
the enormous increase in global capital flows and the spread of multinational banking has
increased the need for the international coordination of prudential regulation. It reviews
the logic and content of Basel 1 in 1988, as well as the likely consequences of the new
Basel 2. While the Basel Committee’s main concern is with the supervision of international
banks, other organisations have focused on international financial stability. The respective
roles played by these organisations are reviewed. Chapter 4 concludes with a discussion of
the key issues now facing policy makers in the area of financial stability and international
bank supervision.

Chapter 5 looks at bank structure and regulation in the UK, USA, Japan and the EU.
Regulation can have an important impact on the structure of the banking system in a given
country, and vice versa. It begins with the United Kingdom when, in 1997, the newly
elected Labour government announced that responsibility for bank supervision was to be
transferred from the Bank of England to a single regulator for all financial institutions.
To understand the reasons behind this major change, it is necessary to look at the recent
history of bank regulation in the UK, which is covered in this section.

The idiosyncrasies of the American banking structure are traced to numerous 20th
century banking regulations. Over time American banks have been subject to an extensive
range of statutes, which govern everything from bank examination and branch banking,
to the functional separation of banks. The USA was the first country to introduce
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deposit protection legislation in 1933. Many of the laws enacted reflect a commitment to
discourage collusive behaviour and regulatory capture. The legacy of these laws is a unique
banking structure.

There are over 20 000 deposit-taking firms in the USA, but about half of them are credit
unions. Banking systems in most industrialised countries normally have three to five key
banks, offering a wide range of wholesale and retail banking services nation-wide. There
are some leading global commercial and investment banks located in the USA, they do not
dominate the national banking system in the way that leading banks do elsewhere. The US
banking structure is fragmented, inward-looking, and showing its age. Take, for example,
the payments system. In 1994, this author sent a US dollar cheque (drawn on a US dollar
account held in Toronto) to one of the Federal Reserve banks, in payment for an annual
conference hosted by them. Payment by credit card was not an option. The cheque was
returned several weeks later with an “unable to clear” stamp on it, and an accompanying
remark, “unable to process an international check”! Reform of the US system has been a
long and slow process. It was not until July 1994 that key obstacles to interstate banking
were lifted. The old 1933 laws that separated commercial and investment banking were
rescinded as recently as 1999. This part of the chapter looks at the likely consequences of
these changes.

Until a number of reforms in the 1990s, culminating in Big Bang, 1996, the Japanese
banking system was known for its high degree of segmentation along functional lines, and
the close supervision of banks by the Ministry of Finance, in conjunction with the Bank
of Japan. Many of these regulations helped to shape a Japanese banking structure that has
been under serious threat since the 1989 collapse of the stock market. Taxpayer funds and
mergers have helped keep the largest Japanese banks afloat. Four mega banking groups now
dominate the Japanese banking system. Will these changes be enough to save it?

The European Union’s single market programme reached fruition in 1993. However, the
15 —now 25 — member countries’ banking systems, especially at the retail level, are not
yet integrated. This part of Chapter 5 looks at the reasons for this fragmentation, covering
questions such as the role of the EU Commission, its feasibility, and whether the objective
is a desirable one. It also reviews the role of the European Central Bank and the issue of
whether supervision of the EU should remain the responsibility of member states.

Chapter 6 covers banking in emerging markets. They are the source of many financial
crises that reverberate around the world. They are also under growing pressure to adopt
western regulatory standards. Some developing economies suffer bouts of financial instability;
others do not. Foreign banks play an active role in a few developing countries, but they
are banned in others. Why, and with what consequences? Why are informal, unregulated
financial markets so common? What are the main problems that these countries face? The
first section provides a detailed overview of financial repression and reform, with its main
focus on Russia, China and India.

The next part of Chapter 6 reviews the principles and practice of Islamic banking. Iran
and Pakistan operate Islamic banking systems and ban conventional western banking.
Other predominantly Muslim countries display mixed systems, where both Islamic and
conventional banks can be found. The main characteristic is the absence of interest
payments on deposits and loans, because the Holy Quran forbids it. How does this work
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in practice? What new products and methods have been devised to ensure the transfer of
capital from those in surplus to households and firms in need of it without charging interest?
The section concludes with a review of the challenges faced by Islamic banking.

The final topic in Chapter 6 covers sovereign and political risk analysis. This section
addresses questions such as why do emerging market economies require external finance?
What causes some of them, periodically, to default? What is the nature of sovereign risk
and how is it linked to and compounded by political risk?

Having looked at the fundamentals in banking, risk management, regulation, the
interaction between regulation and structure, and banking in emerging markets, the book
turns to bank failure and financial crises. Chapter 7 considers the causes and consequences
of bank failures. It begins with a brief historical review of bank failures, including Overend
Gurney (1866), Baring Brothers (1890), and the collapse of more than 3000 US banks during
1930 to 1933. Modern cases of bank failures range from Bankhaus Herstatt (1974) to Barings
Bank (1995). Crédit Lyonnais, which resulted in one of the most expensive bank rescues
to date, is discussed briefly here, because it forms the basis for a case study in Chapter 10.
Looking at individual case details helps to identify common themes and derive lessons
from these bank failures. Chapter 7 also reports on quantitative models used to identify
the determinants of bank failure. A quantitative approach gives more precise answers to
questions such as the link between failure and asset management, inadequate capital, low
profitability, general managerial incompetence, fraud and macroeconomic factors.

A sufficient number of bank failures can lead to a banking crisis and, ultimately, if not
kept in check, a financial crisis. At the close of the 20th century, a financial crisis in
Thailand triggered a set of crises throughout the region. Are crises becoming more frequent,
and if so, what policies should be used to contain them? Chapter 8 begins with a review
of the debate over what constitutes, characterises and causes a financial crisis. Most of the
chapter focuses on modern day crises. There is extensive coverage of the South East Asian
and Scandinavian financial crises. The ongoing problems with Japan’s banks and financial
system are used to illustrate how a financial bubble can expand and burst, this time in
the world’s second largest economy. The circumstances surrounding the near collapse of
the hedge fund, Long Term Capital Management (LTCM) are reviewed to illustrate how
problems in a small non-bank can, some think, threaten the world financial order. In view
of intervention by central banks, the IMF and other official bodies, the final section of this
chapter looks at the arguments for and against a lender of last resort, and in some quarters,
proposals for an international lender of last resort.

To survive, a bank must be competitive. Chapter 9 asks what factors govern the com-
petitiveness of banks. The chapter reviews the results of tests on productivity, X-efficiency,
economies of scale and scope, and technical progress. The chapter also explores the key
competitive issues as they relate to banking markets. Most of the empirical tests focus
on the structure—conduct—performance (SCP) hypothesis and relative efficiency models.
Other researchers have used empirical models to examine the extent to which banking is
a contestable market. Recent work on a generalised pricing model is reviewed. Using this
approach, the question is: what variables influence the price setting behaviour of banks
with respect to their core products, and is there any evidence of Cournot or other types
of behaviour? The final section notes the growing trend in mergers and acquisitions in
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banking, which was especially pronounced in the 1990s. Some of the extensive empir-
ical literature on bank M&As is reviewed, exploring the causes and consequences of
bank mergers.

In Chapter 10, readers can apply the concepts and ideas covered using case studies.
The cases cover a range of different themes, which should serve to enhance the reader’s
understanding of different subjects covered in the text. The Goldman Sachs case reviews
the lessons learned in the prolonged transition from being a small, private investment bank
to a shareholder bank, and the implications it had for governance and performance. It
covers a diverse set of topics such as the differences between relationship and transactional
banking, how diversification into off-balance sheet banking may still leave a bank exposed
to volatile interest rates, and corporate culture. The Kidder Peabody case concerns a private
American investment bank, but this time, the lessons are quite different. The Sakura to
Sumitomo Mitsuo FG case gives readers an insight into the workings of a key bank within
the tightly regulated Japanese financial structure, and the problems in that sector following
the collapse of the stock market. The Sakura case provides a good example of the effects
on a bank of a speculative bubble; and some of the practical issues raised when two poorly
performing banks merge to form a very large financial group.

The Bancomer case pinpoints the potential problems with banking in a developing or
emerging economy. It covers issues as diverse as privatisation, political risk, and how too
much financial liberalisation can upset a fledging market oriented banking system, creating
serious problems for relatively strong banks like Bancomer. Also, the tesobonos swap deals
illustrate the need for banks to recognise and remove any deficiencies in risk management,
especially after years of operating in a nationalised banking system. Finally, the takeover
of most of Mexico’s key banks, including Bancomer, by foreign banks raises issues about
whether foreign ownership is the best route for emerging market banks in need of capital
and skills.

Causes of bank failure and issues relating to bank regulation are demonstrated in the
Continental and Crédit Lyonnais (CL) cases. The CL case also touches on a difficult issue
which the European Union will, eventually, have to confront — the extent to which EU
states should be allowed to support failing banks. CL also shows how nationalised banks tend
to be subject to government interference — for example, CL was used to provide indirect
subsidies to other, troubled, state enterprises. Both cases illustrate how management can be
a critical factor in the failure of the bank.

The final case is Bankers Trust: From a Successful(?) Investment Bank to Takeover by
Deutsche Bank. It portrays a bank that underwent a comprehensive change in strategy in
a bid to become a global investment bank. The case charts how the bank went about
implementing strategic change, and illustrates the problems a bank might encounter if
customer focus takes a back seat to product focus. It also reviews how Bankers Trust
revised its risk management systems to reflect the growth of off-balance sheet business
and derivatives. The case demonstrates why it is vital for a bank to understand how
derivatives and other off-balance sheet instruments are used, especially when advising
large corporate customers. BT was weakened by its failure to do so, a contributory

factor in its takeover by Deutsche Bank. Has Deutsche Bank succeeded where Bankers
Trust failed?
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Guidelines on How to Use this Book

The presentation of this book is organised to give the reader/instructor a flexible means
of reading and/or teaching. The material is largely non-technical — it is the ideas and
concepts that are challenging, not the statistics. It is advisable to cover Chapter 1 and,
possibly, Chapter 2 first, but subsequent chapters can be taken in the order chosen by the
reader/instructor. If the course is being taught to undergraduates with little or no relevant
work experience, then Chapters 1 & 2 and 3 to 8 should be taught first, though the subject
order can be varied and used over two single semester courses. Most of the chapters are
self-contained, enabling instructors to pick and choose the material they wish to cover.
Inevitably, this means there is some overlap, but giving flexibility to lecturers is important.

The case studies may be taught either concurrently, or as a separate set of exercises at the
end of subject lectures. Course leaders of MastersfMBA modules may have students with
a background in the financial sector who are capable of covering the case studies without
doing much background reading. However, for most groups it is advisable to use the relevant
chapters to back up the cases, because most classes have some students with good practical
banking experience, but little in the way of a formal training in the micro-foundations of
banking; others will have completed related courses in economics and finance, but will not
have looked at banking issues per se and have little or no exposure to banking in the “real
world”.

[t is worth emphasising to the student group that the “real world” nature of case studies
means they involve a variety of themes, concepts and issues that affect different parts of
bank/financial firms. Cases are likely to cut across subject boundaries. Students may come
across a term/topic that the lectures have not yet covered — ideas and themes arising in a
particular case do not fall neatly into lecture topics. Students should be encouraged to use
new ideas to enhance their learning skills. Overall the learning experience from the case
study should include: practical and general applications of topics which reinforce lecture
material, learning to think laterally, and learning to work effectively in a group. Students
should be encouraged to treat such challenges as part of the learning experience, following
up on the new material when necessary.

The questions at the end of each case study are set to test the reader’s command of
the case, and ability to link these cases to the ideas covered in the text. Students with
background courses in introductory economics and quantitative methods will be able to
progress more quickly than those without. It is possible to cover the material in the absence
of an economics and/or quantitative course, by deviating to teach some basics from time
to time. For example, in Chapter 1, if a group has no economics, the instructor may find
it useful to explain the basic ideas of supply, demand and the market, before progressing
to Figures 1.1 and 1.2. To fully appreciate some parts of Chapters 7, 8 and 9, it may be
necessary to give a brief review of basic econometric techniques.

Important Note: Throughout the book, the $ (dollar) sign refers to nominal US dollars
unless otherwise stated. When a local currency is reported in dollars, it is normally
converted at that date’s exchange rate.







WHAT ARE BANKS AND
WHAT Do THEY DO?

1.1. Introduction?

The term “banking” can be applied to a large range of financial institutions, from savings
and loans organisations to the large money-centre commercial banks in the USA, or from
the smallest mutually owned building society to the “big four” shareholder owned banks
in the UK. Many European countries have large regional/cooperative banks in addition to
three to five universal banks. In Japan, the bank with the largest retail network is Sumitomo
Mitsui Banking Corporation,” but its main rival for savings deposits is the Post Office.

The objective of this chapter is to provide an overview of banking and the role played by
banks in an increasingly complex financial world. It begins with a review of the meaning
of banking, identifying the features of banks that distinguish them from other financial
institutions. The most common forms of organisational structure for banks in the developed
world are reviewed in section 1.3. Section 1.4 considers the relationship between the central
banks and commercial banks, including key debates on the functions and independence of a
central bank. The chapter ends with a brief summary of the major theoretical contributions
to the banking literature, followed by conclusions.

1.2. The Meaning of Banking

The provision of deposit and loan products normally distinguishes banks from other types of
financial firms. Deposit products pay out money on demand or after some notice. Deposits
are liabilities for banks, which must be managed if the bank is to maximise profit. Likewise,
they manage the assets created by lending. Thus, the core activity is to act as intermediaries
between depositors and borrowers. Other financial institutions, such as stockbrokers, are
also intermediaries between buyers and sellers of shares, but it is the taking of deposits and
the granting of loans that singles out a bank, though many offer other financial services.
To illustrate the traditional intermediary function of a bank, consider Figure 1.1, a simple
model of the deposit and credit markets. On the vertical axis is the rate of interest (i);

1 © No part of this chapter is to be copied or quoted without the author’s permission.
2 This banking giant is the result of a merger between Sakura and Sumitomo Mitsui Banks in April 2001.
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Figure 1.1 The Banking Firm—Intermediary.
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i — ip: bank interest differential between the loan rate (i) and the deposit
rate (ip) which covers the cost of the bank's intermediation

Sp: supply of deposits curve

S| : supply of loans curve

D, : demand for loans curve

OT: volume of loans supplied by customers

i*: market interest rate in the absence of intermediation costs

the volume of deposits/loans appears on the horizontal axis. Assume the interest rate is
exogenously given. In this case, the bank faces an upward-sloping supply of deposits curve
(Sp). There is also the bank’s supply of loans curve (Si ), showing that the bank will offer
more loans as interest rates rise.

In Figure 1.1, Dy is the demand for loans, which falls as interest rates increase. In
Figure 1.1, i* is the market clearing interest rate, that is, the interest rate that would prevail
in a perfectly competitive market with no intermediation costs associated with bringing
borrower and lender together. The volume of business is shown as OB. However, there
are intermediation costs, including search, verification, monitoring and enforcement costs,
incurred by banks looking to establish the creditworthiness of potential borrowers. The
lender has to estimate the riskiness of the borrower and charge a premium plus the cost of
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the risk assessment. Thus, in equilibrium, the bank pays a deposit rate of ip and charges a
loan rate of i . The volume of deposits is 0T and OT loans are supplied. The interest margin
is equal to i — ip and covers the institution’s intermediation costs, the cost of capital, the
risk premium charged on loans, tax payments and the institution’s profits. Market structure
is also important: the greater the competition for loans and deposits, the more narrow the
interest margin.

Intermediation costs will also include the cost of administration and other transactions
costs related to the savings and loans products offered by the bank. Unlike individual agents,
where the cost of finding a potential lender or borrower is very high, a bank may be able to
achieve scale economies in these transactions costs; that is, given the large number of savings
and deposit products offered, the related transactions costs are either constant or falling.

Unlike the individual lender, the bank enjoys information economies of scope in lending
decisions because of access to privileged information on current and potential borrowers
with accounts at the bank. It is normally not possible to bundle up and sell this information,
so banks use it internally to increase the size of their loan portfolio. Thus, compared to
depositors trying to lend funds directly, banks can pool a portfolio of assets with less risk of
default, for a given expected return.

Provided a bank can act as intermediary at the lowest possible cost, there will be a
demand for its services. For example, some banks have lost out on lending to highly rated
corporations because these firms find they can raise funds more cheaply by issuing bonds.
Nonetheless, even the most highly rated corporations use bank loans as part of their external
financing, because a loan agreement acts as a signal to financial markets and suppliers that
the borrower is creditworthy (Stiglitz and Weiss, 1988).

The second core activity of banks is to offer liquidity to their customers. Depositors,
borrowers and lenders have different liquidity preferences. Customers expect to be able to
withdraw deposits from current accounts at any time. Typically, firms in the business sector
want to borrow funds and repay them in line with the expected returns of an investment
project, which may not be realised for several years after the investment. By lending funds,
savers are actually agreeing to forgo present consumption in favour of consumption at some
date in the future.

Perhaps more important, the liquidity preferences may change over time because of unex-
pected events. If customers make term deposits with a fixed term of maturity (e.g., 3 or
6 months), they expect to be able to withdraw them on demand, in exchange for paying
an interest penalty. Likewise, borrowers anticipate being allowed to repay a loan early, or
subject to a satisfactory credit screen, rolling over a loan. If banks are able to pool a large
number of borrowers and savers, the liquidity demands of both parties will be met. Liquidity
is therefore an important service that a bank offers its customers. Again, it differentiates
banks from other financial firms offering near-bank and non-bank financial products, such
as unit trusts, insurance and real estate services. It also explains why banks are singled out
for prudential regulation; the claims on a bank function as money, hence there is a “public
good” element to the services banks offer.

By pooling assets and liabilities, banks are said to be engaging in asset transformation,
i.e., transforming the value of the assets and liabilities. This activity is not unique to banks.
Insurance firms also pool assets. Likewise, mutual funds or unit trusts pool together a large
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number of assets, allowing investors to benefit from the effects of diversification they could
not enjoy if they undertook to invest in the same portfolio of assets. There is, however, one
aspect of asset transformation that is unique to banks. They offer savings products with a
short maturity (even instant notice), and enter into a loan agreement with borrowers, to be
repaid at some future date. Loans are a type of finance not available on organised markets.
Many banking services have non-price features associated with them. A current account
may pay some interest on the deposit, and offer the client a direct debit card and cheque
book. The bank could charge for each of these services, but many recoup the cost of these
“non-price” features by reducing the deposit rate paid.> On the other hand, in exchange
for a customer taking out a term deposit (leaving the deposit in the bank for an agreed
period of time, such as 60 days or one year), the customer is paid a higher deposit rate. If
the customer withdraws the money before then, an interest penalty is imposed. Likewise, if
customers repay their mortgages early, they may be charged for the early redemption.
Figure 1.1 does not allow for the other activities most modern banks undertake, such as
off-balance sheet and fee for service business. However, the same principle applies. Figure 1.2
shows the demand and supply curve for a fee-based product, which can be anything from

Figure 1.2 The Banking Firm — Fee Based Financial Products.

.S

o

Fee for financial services

~.D

Financial service

(For example, arranging
a syndicated loan; deposit box
facilities)

P: price for fee based services
Q: quantity demanded and supplied in equilibrium

3 In some countries, banks charge for each item, such as statements, cheques, etc., or offer customers a package of
current account services (monthly statements, a fixed number of “free” cheques per month, etc.) for a monthly
fee. In the UK, banks do not normally charge personal customers for writing cheques, statements, etc.
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deposit box facilities to arranging a syndicated loan. The demand and supply curves are
like any other product, and the market clearing price, P, is determined by the intersection
of the demand and supply curves. Again, market structure will determine how competitive
the price is. Banks will operate in other “non-banking” financial markets provided they can
create and sustain a competitive advantage in each of them.

Banks do not necessarily charge a direct price for their services, as suggested by Figure 1.2.
Many modern banks offer stockbroking services to their customers, and “make markets”
in certain equities. In this case, some or all of the “fee” may be reflected in the difference
between the bid and offer price, that is, the price the bank pays to purchase a given stock
and the price the customer pays. The difference between the two is the spread, which is
normally positive, since the bid price will always be lower than the offer price, so the bank,
acting as a market maker, can recoup related administrative costs and make a profit. Again,
the amount of competition and volume of business in the market will determine how big
the spread is. When the bank acts as a stockbroker, it will charge commission for the service.
Suppose a bank sells unit trusts or mutual funds.* Then the price of the fund often consists
of an initial charge, an annual fee, and money earned through the difference between the
bid and offer price of the unit trust or mutual fund.

This discussion illustrates how complicated the pricing structure of banks’ prod-
ucts/services can be. Non-price features can affect the size of the interest margin or
the bid—offer differential. Hence, assessing the pricing behaviour of banks is often a more
complex task compared to firms in some other sectors of the economy.

1.3. Organisational Structures

The intermediary and payments functions explain why banks exist, but another question to
be addressed is why a bank exhibits the organisational structure it does. Profit-maximising
banks have the same objective as any other firm; so this question is best answered by drawing
on traditional models. Coase (1937), in his classic analysis, argued that the firm acted as an
alternative to market transactions, as a way of organising economic activity, because some
procedures are more efficiently organised by “command” (e.g., assigning tasks to workers
and coordinating the work) rather than depending on a market price. In these situations, it
is more profitable to use a firm structure than to rely on market forces.

The existence of the “traditional” bank, which intermediates between borrower and
lender, and offers a payments service to its customers, fits in well with the Coase theory.
The core functions of a bank are more efficiently carried out by a command organisational
structure, because loans and deposits are internal to a bank. Such a structure is also efficient
if banks are participating in organised markets. These ideas were developed and extended
by Alchian and Demsetz (1972), who emphasised the monitoring role of the firm and
its creation of incentive structures. Williamson (1981) argued that under conditions of
uncertainty, a firm could economise on the costs of outside contracts.

4 Mutual funds (USA) or unit trusts (UK) offer the investor a package of shares, bonds, or a combination of both.
The investor purchases units in the fund, as do many other investors. It is managed by the bank or investment
firm offering the fund.
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1.3.1. Banks and the Principal Agent Problem

The nature of banking is such that it suffers from agency problems. The principal agent theory
can be applied to explain the nature of contracts between:

o the shareholders of a bank (principal) and its management (agent);
e the bank (principal) and its officers (agent);

e the bank (principal) and its debtors (agent); and

o the depositors (principal) and the bank (agent).

Incentive problems arise because the principal cannot observe and/or have perfect infor-
mation about the agent’s actions. For example, bank shareholders cannot oversee every
management decision; nor can depositors be expected to monitor the activities of the bank.
Bank management can plead bad luck when outcomes are poor.

Asymmetric information, or differences in information held by principal and agent, is the
reason why banks face the problem of adverse selection because the bank, the principal,
normally has less information about the probability of default on a loan than the firm or
individual, the agent. Though not shown in Figure 1.1, the presence of adverse selection
may mean the supply of loans curve is discontinuous at some point. Adverse selection is the
reason why the supply curve is discontinuous or even backward-bending (with respect to
certain borrowers), and shows that bankers are more reluctant to supply loans at very high
rates because as interest rates rise, a greater proportion of riskier borrowers apply for loans.
The problem of adverse incentives (higher interest rates encouraging borrowers to undertake
riskier activities) is another reason why banks will reduce the size of a loan or even refuse
loans to some individuals or firms.

Box 1.1 Example of Adverse Selection: Robert Maxwell

In the 1980s, most of the major American and British banks in the City of London had dealings with Robert
Maxwell. At the time of his death in 1991, Mr Maxwell owed £2.8 billion to a large group of banks. Little, if
any, of it was recovered. The Department of Trade and Industry had censured Robert Maxwell for his business
practices in 1954. In 1971, they declared him unfit to run a public company. Despite Maxwell’s background,
and secrecy about the links of over 400 firms within the publicly owned Maxwell Communication Corporation,
banks were attracted to Maxwell because he was prepared to pay high fees and comparatively high rates of
interest on his loans, a classic example of adverse selection. Herd instinct was also evident. Goldman Sachs,
the prestigious investment bank, accepted Mr Maxwell’s custom in the late 1980s, originally to buy/sell MCC
shares; the loans, options and forex dealings came later. The bank was well known for a high moral tone,
which included refusing to take on clients with even a hint of bad reputation, but the New York Committee
overruled the misgivings expressed by the London office, possibly because the business was confined to the
sale and purchase of MCC shares. For many banks, Goldman Sachs’ acceptance of Maxwell as a client was
a signal that he was financially sound, and they agreed to lend to him.®

Moral hazard is another problem if the principal, a customer, deposits money in the
agent, a bank. Moral hazard arises whenever, as a result of entering into a contract, the

5 For a more theoretical treatment, see Bhattahcharya and Pfleiderer (1985), Diamond (1984) and Rees (1985).
6 For more detail, see the Goldman Sachs case (Chapter 10).
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incentives of the two parties change, such that the riskiness of the contract is altered.
Depositors may not monitor bank activities closely enough for several reasons. First, a
depositor’s cost of monitoring the bank becomes very small, the larger and more diversified
is the portfolio of loans. Though there will always be loan losses, the pooling of loans will
mean that the variability of losses approaches zero. Second, deposit insurance schemes’
reduce depositors’ incentives to monitor the bank. If a bank can be reasonably certain that
a depositor either cannot or chooses not to monitor the bank’s activities once the deposit
is made, then the nature of the contract is altered and the bank may undertake to invest in
more risky assets than it would in the presence of close monitoring.

Shareholders do have an incentive to monitor the bank’s behaviour, to ensure an
acceptable rate of return on the investment. Depositors may benefit from this monitoring.
However, even shareholders face agency problems if managers maximise their own utility
functions, causing managerial behaviour to be at odds with shareholder interest. There
are many cases of bank managers boosting lending to increase bank size (measured by
assets) because of the positive correlation between firm size and executive compensation.
These actions are not in the interests of shareholders if growth is at the expense of
profitability.

1.3.2. Relationship Banking

Relationship banking can help to minimise principal agent and adverse selection problems.
Lender and borrower are said to have a relational contract if there is an understanding
between both parties that it is likely to be some time before certain characteristics related
to the contract can be observed. Over an extended period of time, the customer relies on
the bank to supply financial services. The bank depends on long-standing borrowers to
repay their loans and to purchase related financial services. A relational contract improves
information flows between the parties and allows lenders to gain specific knowledge about
the borrower. It also allows for flexibility of response should there be any unforeseen events.
However, there is more scope for borrower opportunism in a relational contract because of
the information advantage the borrower normally has.

The Jiirgen Schneider/Deutsche Bank case is a good example of how relationship banking
can go wrong. Mr Schneider, a property developer, was a long-standing corporate client
of Deutsche Bank. Both parties profited from an excellent relationship over a long period
of time. However, when the business empire began to get into trouble, Schneider was
able to disguise ever-increasing large debts in his corporation because of the good record
and long relationship he had with the bank. Schneider forged loan applications and other
documents to dupe Deutsche and other banks into agreeing additional loans. In 1995,
he fled Germany just as the bank discovered the large-scale fraud to cover up what was

7 Deposit insurance means that in the event of the bank going out of business, the depositor is guaranteed a certain
percentage of the deposit back, up to some maximum. Normally banks pay a risk premium to a deposit insurance
fund, usually administered by bank supervisors.
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essentially a bankrupt corporation. After nearly 3 years in a Florida prison, Mr Schneider
gave up the fight against extradition and was returned to Germany to face the biggest
corporate fraud trial since the end of the Second World War. In 1998, he was convicted
of fraud/forgery and given a prison term of 6 years, 9 months. The judge criticised German
banks for reckless lending. Outstanding loans amounted to $137 million. Deutsche Bank
apologised for improper credit assessment, especially its failure to follow proper procedures
for loan verification.

1.3.3. Transactional or Contract Banking

An arms-length transactional or classical contract is at the other extreme and gives rise
to transactional banking — where many banks compete for the customer’s business and
the customer shops around between several banks to find the best deal. Little in the
way of a relationship exists between the two parties — both sides stick to the terms of
the contract. A transactional contract deters opportunistic behaviour and because each
contract is negotiated, both parties can bargain over terms. On the other hand, information
flows will be significantly curtailed and the detailed nature of the contract reduces the scope
for flexibility.

[t is important to treat the definitions given above as two extremes, at either end of
a spectrum. In reality, most banks will offer a version of relationship banking to some
customers or apply it to some products, while contract-like banking is more appropriate for
other clients and/or services. For example, virtually all customers who enter into a loan
agreement with a bank will sign a legally binding contract, but if the customer has a good
relationship with the manager and a good credit history, the manager is likely to allow a
certain degree of flexibility when it comes to enforcing the terms of the contract. For new
clients, the manager will be more rigid.

Relationship banking is most evident in countries such as Japan and Germany, where
there are cross-shareholdings between banks and non-financial corporations. In other
countries, including the USA and the UK, classical contracts are the norm. In Japan and
Germany, the close bank—corporate relationships were, in the 1970s and 1980s, praised
as one of the key reasons for the success of these economies. However, in the 1990s,
relationship banking declined because of global reforms, which increased the methods for
raising corporate finance and the number of players in the market.

Furthermore, the serious problems in the Japanese financial sector that began in 1990
have undermined keiretsu, the close relationship enjoyed by groups of firms, including a
bank. The bank plays a pivotal role in the group because it provides long-term credit to
the main firm and its network of suppliers, as well as being a major shareholder. The bank
also gives the keiretsu advice and assistance in overseas ventures. With the steady rise in
the number of key banks facing bankruptcy, primarily as a result of problem loan portfolios,
and a drastic reduction in the market value of banks’ equity portfolios due to the prolonged
decline in the stock market, the relationships between banks and corporations have been
seriously undermined.®

8 See Chapter 8 for more detail.
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1.3.4. Payment Systems: A Byproduct of the Intermediary
Process

One theme of this chapter is that banks differ from other financial firms because they act
as intermediaries and provide liquidity. Banks require a system for processing the debits
and credits arising from these banking transactions. The payment system is a byproduct
of intermediation, and facilitates the transfer of ownership claims in the financial sector.
Credits and debits are transferred between the relevant parties. In the UK alone, there were
over 28 billion cash payments in 2001, but they are expected to decline to 24 billion by
2010. £113 billion was withdrawn from the 34 300 Automatic Teller Machines (ATMs) in
2000.° In the same year, there were 3 billion plastic card transactions with UK merchants.

However, there are two key risks associated with any payment. Banks must manage
the following.

o Liquidity risk: The settlement is not made at the expected time so that assets/liabilities
cannot be transferred from one agent to another via the system.

o Operational risk: Arising from the threat of operational breakdowns, preventing timely
settlement. For example, the hardware or software supporting the system may fail. System
breakdowns can create liquidity risk. Given the open-ended nature of the term, it is
difficult to provide a precise definition, which makes measurement problematic.

The international payments system is described in the section on international banking
in Chapter 2. In the UK, payments are organised through the following.

e APACS (Association for Payments Clearing Services): An umbrella organisation formed
in late 1984, and made up of BACS, CCCL and CHAPS. It was supposed to allow
relatively easy entry of banks into the UK payments system. Membership is offered
to all participants with at least 5% of total UK clearing. Financial firms that do not
qualify for membership but offer products requiring clearing and payments are made
associate members.

¢ BACS Limited: An automated clearing house for non-paper-based bulk clearing, that is,
standing orders, direct debits and direct credits. Fourteen direct members sponsor about
60 000 other institutions to use the system. As can be seen from Table 1.1, BACS clearing
volumes stood at 3.7 billion in 2002.

¢ CCCL (Cheque and Credit Clearing Company Limited): Responsible for paper-based
clearing, i.e., cheques. In 2002, there were 2.4 billion cheque transactions (see Table 1.1),
which is forecast to fall to 800 million by 2012.1°

o CHAPS: Provides Real Time Gross Settlement (RTGS) for high value payments, and is
the second most active in the world. In 1998, the average value of transactions processed

was £2.3 million, compared to £552 for BACS. In 2000, there were some 25 million

9 Sowrce: APACS (2003).
10 Source: APACS (2003).
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Table 1.1 UK: total transactions by volume (millions)

1990 1995 2000 2003
Cash payments 28023 26270 27910 25859
Cheques 3975 3203 2699 2251
ATM withdrawals 1045 1471 2027 2373
Number of ATM cards 47 55 73 88
Plastic cards* 1741 2413 3914 5317
BAC:s clearing 1820** 2476 3527 4060
CHAPS clearing 9* 13 25 33
Cheque & credit 2513* 2314 1981 1660

* Includes debit, credit, charge and store cards.
**1992 figures.
Source: APACS (2003), “Payments: Facts and Figures”, www.apacs.org.uk

transactions worth £49.1 billion; transactions had risen to 31 million by 2002. CHAPS
Euro was formally launched in January 2001, to process euro payments between members,
with monthly volumes of 280000, valued at 3600 million euros.'! It also provides the
UK link to TARGET (see below). The real time nature of the settlement eliminates
settlement/liquidity risk, unlike BACS, which settles payments in bulk.

e CLS: Created to reduce risks associated with payments involving another currency.
It will gradually replace the standard foreign exchange settlement method, where a
correspondent bank is used. In 2002, CLS introduced real time payment for foreign
exchange transactions.

e CREST: Settlement of Securities. Central bank-related transactions moved to real time
in 2001, and the idea is to introduce it for all money market instruments — payments
are still made at the end of the day on a net settlement basis. The London Clearing
House (LCH) acts as a central counterparty for transactions on the financial exchanges,
and for some over the counter markets. At the end of 2003, LCH merged with its Paris
counterpart Clearnet, creating Europe’s largest central counterparty clearing house. It will
go some way to creating a pan-European clearing house, reducing the cost of cross-border
trading in Europe.

1.3.5. Use of Cards and ATMs

In the mid to late 1990s, there was a continued rapid growth in the use of cards instead of
cheques. This point is illustrated in Table 1.1. This table also illustrates that cash payments
over the decade and into the new century are fairly stable, and ATM withdrawals have
more than doubled. Cash payments remain the dominant payment method, making up
three-quarters of all payments, and their dominance will continue, though there might be
a slight decline once social security benefits are paid directly into accounts. The use of
cheques as a form of payment has fallen dramatically, as households and businesses switch

I The source for all figures cited for CCCL and CHAPS is APACS (2003).
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to the use of plastic cards or direct debit/credit. About 3% of card transactions were via
the internet in 2002, and by 2012, APAC:s is forecasting this to grow to 10%.!2 The ATM
network in the UK is run by LINK, which is jointly owned by the banks and building
societies. Via LINK, customers have access to over 34 000 ATMs. There are two credit card
schemes: Mastercard, owned by Europay, and Visa, part of Visa International. There are
also two debit card schemes: Switch and VisaDebit.

Cruickshank (2000) reports that the payment schemes (APACS, Visa, etc.) and ATM
network are dominated by the “big four” banks!’ because the size of shareholdings is
normally determined by the volume of transactions in a given scheme. Cruickshank
criticised the consequences of this control, which was to take advantage of their monopoly
position. Other users of the network were being charged excessive amounts, which had to
be passed on to their customers or absorbed in their costs. For example, internet banks had
to pay twice as much for access to the system as the big four, and retail outlets were charged
excessive prices to offer a direct debit/credit card service to their customers. Cruickshank
reported that the fee charged bore no relation to the cost of the investment undertaken by
the big four. The big four banks paid the lowest prices to use the system, and, for a brief
period, account holders faced charges if they used a rival’s machine, though a vociferous
public campaign forced banks to largely abandon this practice.

Cruickshank recommended the establishment of an independent regulator for the
payment systems: Paycom. Access would be via a licence, the price of which would reflect
the cost of use by a given bank. It could also ensure entrants were financially sound, to
minimise settlement and liquidity risk. For example, with the exception of CHAPS, the
systems are not based on real time gross settlement,'# so any bank that failed while it was still
using the payments system could strain the liquidity of the system. The British government
accepted the need for reform, and referred the matter to the Office of Fair Trading. It has
announced the introduction of PaySys, a rule-based system to regulate the payments industry
(the Treasury will draft the relevant details), which does not go as far as the “public utility”
approach represented by Paycom. An alternative is the “competing network” model,!’
whereby there are several large networks that compete for banks to join them.

The clearing system in the United States is quite different. The Federal Reserve Bank
operates a number of cheque clearing centres, which are responsible for about 35% of US
cheque clearing, which amounted to $13.4 billion in 1998.1¢ Private centre arrangements
made between banks account for another 35%, and about 30% is cleared by individual
banks. In 1998, $16 billion worth of electronic payments were processed through one of 33

”

12 The source of these projections is APAC (2003).

13 At the time, National Westminster Bank, Hong Kong and Shanghai Banking Corporation (HSBC), Barclays
and LloydsTSB. NatWest was taken over by the Royal Bank of Scotland in 2000, and Lloyds dropped to fifth
position after the merger between Halifax and the Bank of Scotland (to form HBOS) in 2001. It is no surprise that
the largest banks control the network. Only very large banks are able to finance the associated costly technology.
141t normally takes 3 to 5 working days for a transaction to be completed. For example, if a customer withdraws
money from an ATM, it may not be debited from the account for 2 days; in the case of debit cards used at retailers,
or a transfer of funds from one account to another, it can take up to 5 working days.

15 These terms are from Anderson and Rivard (1998).

16 Source: BIS (2000), tables 8 and 9 (pp. 95-96). All 1998 figures for ACHs, CHIPS and Fedwire are from the

same tables.
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automatic clearing houses (ACHSs) run by the Federal Reserve or one of the private ACHs.
International interbank transactions are handled by CHIPS, the Clearing House Interbank
Payments System. It is run by the privately owned New York Clearing House Association.
CHIPS uses multilateral netting. Until 2001, all net obligations were cleared at the end of
the day, but a new bilateral and multilateral algorithm means most payments will be settled
promptly through a given day, thereby reducing settlement risk. In 1998, there were roughly
60 million settlements, with a total value of about $350 trillion.

Fedwire is operated by the Federal Reserve and allows banks (that keep deposits or have a
clearing facility with the Federal Reserve) to send and receive payments. With more than
11 000 users (1998) there were over 98.1 million transactions worth $328.7 trillion. Fedwire
has offered net settlement facilities since 1999, which has reduced members’ exposure to
settlement risk.

In Europe, TARGET (Trans-European Automated Real Time Gross Settlement Express
Transfer System) was set up in response to the European Monetary Union. It means central
banks can transfer money within each EU state. It consists of 15 national RTGS systems, the
European Central Bank Payment Mechanism (EPM) and SWIFT,'7 which interconnects
these systems. Since the settlement is immediate, in real time, it eliminates settlement risk,
because the payments are deducted from and credited to the relevant accounts immediately.

TARGET is viewed as a harmonised system, and greater harmonisation is expected in
the future. According to BIS (2003f), TARGET processes over 211000 payments each
day, valued at €1.3 trillion. Though TARGET eliminates settlement risk, operational risk
is considerable. For example, in 1999, a system error at one of the very large banks meant
it was unable to process payment orders for foreign exchange, money market transactions,
securities settlement and customer payment. The backup system also broke down because
it relied on the same software. Manual systems could not cope, so that many large
value payment and securities orders were not settled until the next day — this operational
breakdown effectively recreated settlement risk.

Apart from the TARGET arrangement for central banks, the situation in Europe looks
bleak. With the introduction of the euro in 2002, there is a need for a payments system
that allows for quick settlement within Euroland. Instead, there is a plethora of bilateral
agreements between different banks. Eurogiro was set up in 1992 by 14 countries’ giro
clearing organisations, and a similar system, Eufiserv, operates among the European savings
banks. Some moves have been made to link CHAPS with its equivalent in France (SIT),
Switzerland (SIS) and Germany (EAF), but no formal agreement has been reached. The
large number of independent arrangements (that do not include all banks) will hamper
cross-border settlement even if banks are all using one currency, the euro. The cost
of cross-state settlement in Europe is estimated to be substantially higher than in the
United States.

Increasingly, the responsibility for payments and securities clearing is being unbundled
from the traditional bank functions, and given to a third entity, which is not necessarily

1T SWIFT (Society for World-wide Interbank Financial Telecommunications): Established in Belgium in 1973, it
is a cooperative company, owned by over 2000 financial firms, including banks, stockbrokers, securities exchanges
and clearing organisations. SWIFT is a messaging system, for banking, foreign exchange and securities transactions,
payment orders and securities deliveries. The network is available 24 hours a day, every day of the year.
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another bank. These firms are providing a service to banks: processing settlements and
securities for a large number of banks, reducing banks’ back office operations. In other
words, back office functions are becoming the sole activity of certain firms, which the
banks pay, rather than having their own back office operations. According to BIS (2001,
p. 310), in the USA, the top five non-bank service providers make up 20% of the
outsourcing market.

1.3.6. An International Comparison of Payments Technology

Figures 1.3—1.6 illustrate how the pace and form of payments-related technological inno-
vation has varied widely among the different industrialised countries. Figure 1.3 shows
that ATMs are more plentiful in Japan and North America than in Western Europe. In
Europe, Denmark has the fewest ATMs relative to population, followed by the UK and the
Netherlands. The other European countries are roughly the same. The change in the UK is
surprising because, in the 1980s, it was one of the leading ATM countries in Europe. It is
consistent with the large number of branch closures in the UK, and ATMs have not spread
in sufficient numbers to other sites, such as supermarkets, rail and petrol stations.

Turning to Figure 1.4, Germany stands out as having relatively few Electronic Funds
Transfer at Point of Sale (EFTPOS) machines, followed by Italy, the USA and Portugal.
However, while the ratio of population to EFTPOS is 466 in Germany, it is half that in
the USA. Countries with relatively more machines include Spain, Switzerland, Canada
and France.

Switzerland, Japan and the USA have relatively high paperless credit transfers (Figure 1.5),
while some of the continental European countries rank at the bottom — France, Portu-
gal, Italy and Belgium. Figure 1.6 shows the USA, Canada and the UK have the highest
value of payments by credit and debit cards, with some of the continental countries lagging

Figure 1.3 Average population per ATM.
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Figure 1.4 Average population per EFTPOS machine.
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Figure 1.5 Ratio of value of paperless credit transfers to nominal GDP.
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behind — especially Germany, Italy and Spain. The use of credit and debit cards in Japan is
also low, compared to other countries.

Correspondent banking and custody services are also part of the payments system. Correspon-
dent banking is an arrangement whereby one bank provides payment and other services to
another bank. Reciprocal accounts, which normally have a credit line, are used to facilitate
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Figure 1.6 Ratio of value of payments by debit and credit cards to nominal GDP.
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payments through the correspondent bank. Custody services involve the safekeeping and
administration of securities and other instruments on behalf of other banks or customers.
Globally, the number of banks offering these services has declined, as a small number
of large banks dominate an increasingly consolidated market. For example, the Bank of
New York has opted to be a niche player, offering global custody services to other banks,
managing $6.3 trillion worth of custody assets in 2000. Banks specialising in these ser-
vices normally have sound reputations, offer a fairly large range of products and services
that are easily obtainable, participate in key payment and settlement systems, and can
raise liquidity.

1.4. Banking Structures

1.4.1. Some Comparative Figures

The structure of banking varies widely from country to country. Often, a country’s banking
structure is a consequence of the regulatory regime to which it is subject, a topic that is
covered in some detail in Chapter 5. Below, different types of banking structures are defined.
These different banking structures do not alter the core functions of banks, the provision
of intermediation and liquidity, and, indirectly, a payment service, which are the defining
features of banks.

Table 1.2 shows the top 10 banks by assets and, in recent years, tier | capital, defined
as equity plus disclosed reserves. The USA leads the way in 1996, when seven of its
banks were in the top 10. In the 1990s, US banks were hard hit by global, then domestic,
bank debts. By 1997, Japanese banks had replaced US ones, with six leading banks,
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Table 1.2 The Top 10 banks, 1969-2003

1969 1994 1997 1997 2001 2001 2002 2002 2003
(assets) (assets) (assets) (tier 1 (assets) (tier1 (tier 1 (assets) (tier 1

capital) capital) capital) capital)
USA 7 1 0 3 3 3 3 2 3
Japan 0 6 6 3 2 3 3 3 3
UK 1 1 1 1 1 1 1 1 2
France 1 1 1 1 1 1 1 1 2
Germany 0 0 1 1 2 1 1 0 0
Netherlands 0 0 0 1 0 0 0 2 0
Switzerland 1 0 0 0 1 0 0 1 0
China 0 1 1 0 0 1 1 0 0

Source: The Banker, various July issues.

measured by assets, though the figures are less dramatic when banks are ranked, for the
first time, by tier 1 capital. Note how Japanese banks shrink (by asset size) between
1997 and 2001/2. This partly reflects the serious problems in the Japanese banking
sector, a topic to be discussed at greater length in Chapter 8. What is surprising is
that Japan’s tier 1 capital hardly changes in the period 1997-2000, when the Japanese
banks were suffering from serious problems. The reason there is little change in the
rankings is because of mergers among the top, but troubled, Japanese banks, especially
in 2000/1. Consolidation also took place in the USA during the same period, albeit for
different reasons.

Dramatic differences in banking structure can be seen by comparing the UK and USA.

Tables 1.3 and 1.4 illustrate this. Table 1.3, which gives figures for the UK, is divided into

Table 1.3 UK Banking Structure, 1997 and 2002

(a) 2002
Financial institutions Number Assets (£bn)
All banks resident in UK, of which: 517 4663
Foreign (branches & subsidiaries) 281 2161
UK incorporated, of which: 236 2472
(1) Commercial 35 1455
(2) BS + mortgage banks 18 683
(3) Other UK owned 53 52
(4) Foreign owned 70 281
Insurance companies, of which: 782 1018
Life 182 942
Non-life 600 76

BS: building societies.
Source: IMF (2003), which claims sources from the Bank of England, BIS, FSA, and their own estimates.
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(b) 1997

Financial institutions Number Assets (£bn)
All banks in the UK 466 2643

UK owned banks 112 1254

EU owned banks 110 608

US owned banks 39 207
Japanese owned banks 19 186.3
Building societies 141 167.7
Building Societies 141

Sources for assets of banks and building societies: Bank of England (2000), Statistical Abstract, tables 3.2.1— 3.2.6;
16.2.

Sources for number of institutions: Bank of England website, http://www.bankofengland.co.uk/mfsd/abst/ablukbks.doc
and British Bankers Association (2000), Abstract of Banking Statistics.

Table 1.4 US banking structure, 1997 and 2004

Type of bank US assets ($bn) Number % of total assets

1997 2000 1997 2004 1997 2004
Commercial* 4771 6239 9308 7769 77.6 79
Savings institutions 1030 1223 1852 1413 16.7 15
Credit unions 349 na 11328 9529 5.6 6
Total 6150 7462 22488 18711 100 100
Securities firms & Capital — 1776* 5286

investment banks 30*

Sources: Table constructed from 1997 figures quoted in Saunders (2000), Financial Institutions Management, London:
McGraw Hill, chapters 1, 3, which in turn are supplied by the FDIC (second table) and the Federal Reserve
Bulletin. 2004 figures obtained from the FDIC website.

*1996 figures.

parts (a) and (b) because the figures are not strictly comparable between 1997 and 2002. Of
420 banks in the UK in 1997, 88 were UK owned,'® compared to nearly 22 500 US banks.
US bank numbers, due to consolidation, are falling — they fell by about a quarter between
1997 and 2000. Even so, compare the 35 commercial banks in the UK in 2002 to over 7700
in the USA.

Table 1.5 shows that in 1996 and 1999, the USA had 10000 more deposit-taking
institutions than the other 10 major western countries combined. At the same time, it
does not appear to be over-banked compared to some other countries with much smaller
populations. In 1999, the USA had nearly 3500 inhabitants per branch, compared to its

18 Along with 67 building societies, which are mutually owned.



— [18]

MoDERN BANKING

Table 1.5 Number of Depository Institutions and Population per Branch

No. of Inhabitants per Branch No. of Institutions
1996 1999 1996 1999
Belgium 1221 121
Canada 1857 2233 2497 2108
France 2350 1672
Germany 1169 1481 3509 2995
Italy 1400 878
Japan 1634 1961 4635 3169
Netherlands 22717 2523 126 123
Sweden 2291 2249 125 123
Switzerland 946 1097 372 336
UK 1611 1743 561 506
USA 2772 3469 23123 21070

Source: BIS (1998, 2001), Statistics on Payment Systems in the Group of 10 countries.

neighbour, Canada, with a tenth of the population and 2233 inhabitants per depository
institution.

The figures for Canada, France and Germany should be treated with caution. The
Canadian banking structure in Canada is similar to that of the UK, with four banks holding
a very large percentage of assets and deposits. Caisses populaires in Quebec, along with a
large number of credit unions, make the numbers look big. In fact, these organisations have
a tiny market share, by any measure. The figures also mask the importance of the cooperative
movement in certain countries, especially France and Germany. Furthermore, Germany
has a large number of regional banks, which somewhat dilute the dominance of the big
universal banks such as Deutsche Bank and Dresdner, but again, their respective market
shares are quite high. Together with the large number of “thrifts” (savings and loans),
the USA has many more deposit-taking institutions, mainly because of the regulatory
structure that discourages interstate and intrastate branching, and the Glass Steagall
Act (1933) that required banks to be either investment or commercial, but not both.
However, reforms in the 1990s should increase consolidation and could lead to nation-wide
banking.!”

Japan displays a lower population per bank branch than some countries in West-
ern Europe. In Table 1.5, it ranks seventh — Germany, Italy, Belgium and Switzerland
all have fewer inhabitants per branch. However, the figure for Japan may be biased
downwards because it excludes the 24 000 Post Office outlets in that country, where on
average about 35% of the country’s deposits are held. Western European countries differ
widely, with extensive branch networks in Switzerland and Belgium, but relatively few in
Denmark, the Netherlands and France. The main organisational banking structures are
discussed below.

19 For more detail, see a brief discussion in section 4 and the detailed review of US bank regulation in Chapter 5.
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1.4.2. Definitions of Types of Banking
Universal banking

Universal banks offer the full range of banking services, together with non-banking financial
services, under one legal entity. In addition, the banks have direct links between banking
and commerce through cross-shareholdings and shared directorships. Financial activities
normally include the following.

e Intermediation and liquidity via deposits and loans; a byproduct is the payments system.
o Trading of financial instruments (e.g., bond, equity, currency) and associated derivatives.
e Proprietary trading, that is, trading on behalf of the bank itself, using its own trading book.
o Stockbroking.

o Corporate advisory services, including mergers and acquisitions.

e Investment management.

o Insurance.

Germany is the home of universal banking (the German hausbank), with banks such as
Deutsche Bank and Dresdner offering virtually all of the services listed above. Though
German banks may own commercial concerns, the sum of a bank’s equity investments (in
excess of 10% of the commercial firm’s capital) plus other fixed investments may not exceed
the bank’s total capital. In addition to a German bank lending to commercial firms, it will
also exert influence through the Supervisory Board.?® Seats on a supervisory board are for
employees and shareholders. Most of the shareholder seats are held by bank executives
because the bank normally has a large shareholding. The influence of the bank is increased
because smaller shareholders nominate the bank to represent them when they deposit their
shares at the bank for safekeeping. Deutsche Bank has major holdings in Daimler-Benz
(automobiles), Allianz (the largest insurance company), Metallgesellshaft (oil industry),
Philip Holzman (construction) and Munich Re (a large re-insurance firm), to name a
few. The bank also purchased a firm of management consultants (Roland Berger) and is
represented on more than 400 Supervisory Boards. In 1986, Deutsche Bank undertook
an important strategic expansion outside Germany when it purchased Morgan Grenfell in
London. Subsequent purchases have included Banca America d’Italia,”! McLean McCarthy,
a Canadian stockbroker, and Bankers Trust. It is a truly universal bank, which, together
with its subsidiaries, can offer every type of financial service in Germany and, increasingly,
in other major countries.

Commercial and Investment banks

These terms originated in the United States, though they are used widely in other countries.
The four Glass Steagall (GS) sections of the Banking Act, 1933, became known as
the Glass Steagall Act. Under GS, commercial banks were not allowed to underwrite

20 German companies have two boards. The membership of the Executive Board consists of full-time executives of
the company. It is where the main decisions are taken. The Supervisory Board must approve the Executive Board’s
financial decisions.

21 A subsidiary of Bank of America in Italy, with 105 branches.
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securities with the exception of municipal bonds, US government bonds and private
placements. Investment banks were prohibited from offering commercial banking services.
The objectives of the Act were twofold, to discourage collusion among firms in the banking
sector, and to prevent another financial crisis of the sort witnessed between 1930 and 1933.

The early US investment banks: (a) raised capital for large corporations and government,
by acting as underwriters for corporate and government securities and (b) for a fee, arranged
mergers and acquisitions (M&As). Modern investment banks engage in an expanded set
of activities:

o underwriting

e mergers and acquisitions

o trading — equities, fixed income (bonds), proprietary
¢ fund management

e consultancy

e global custody

The expansion of activities helps to diversify these firms but has not been problem-free. For
example, at Lehman Brothers, Goldman Sachs and others, the growth of the trading side of
the bank created tensions between the relatively new traders and the banking (underwriting,
M&As) side of the firm. At Lehman’s, at one point, 60% of the stock was distributed to the
bankers even though banking activities contributed to less than one-third of profits.
Controversy broke out in 2002, beginning with an investigation of Merrill Lynch by the
New York Attorney General,?? Eliot Spitzer, and concluding in April 2003 when 10 of the
top US investment banks settled with several regulatory bodies for just over $1.4 billion
in penalties and other payments, for alleged conflicts of interest between banks’ analysts
and their investment bank divisions. The probe began in 2002 when Henry Blodget,
considered the top technology analyst at Merrill Lynch, was accused of recommending
certain technology companies (thus sending up their share price) who were also clients
at Merrill Lynch’s investment bank. Mr Spitzer uncovered emails sent by Mr Blodget
saying many of the stocks he recommended to investors were “junk” and “crap”. Other
documentation indicated the practice was widespread. The brokerage head of Citigroup
was caught claiming that the research produced by Salomon Smith Barney was “basically
worthless”. Mr Weill, recent past Chairman of Citigroup, had asked an analyst at Salomon
Smith Barney to reconsider the advice given on AT&T.?* There was a potential conflict of
interest because the profits of the investment bank financed banks’ research departments.
Thus, banks’ analysts were under pressure to support a particular company that was also
giving underwriting, consulting or other business to the banks’ investment banking division.
The $1.4 billion settlement consists of:

e $487.5 million in penalties to be distributed between state regulators, the SEC, the
New York Stock Exchange (NYSE) and the National Association of Securities Deal-
ers (NASD);

22 The New York Attorney General is also the state’s securities regulator.
2 Mr Blodget and Mr Grubman (Salomon Smith Barney) were fined $4 and $5 million, respectively and banned
for life from working in the securities sector.



[21]

WHAT ARE BANKks AND WHAT Do THEY Do?

e $387.5 million to be returned to investors;

e $432.5 million to set up an independent research body — firms must supply their clients
with this independent research for the next five years;

e $92.5 miscellaneous.

Though the banks never admitted to any wrong-doing, they agreed to make the follow-
ing payments:

e Citigroup—Salomon Smith Barney $400 million;

e Merrill Lynch $200 million (including the $100 million fine it paid in 2002);
o Credit Suisse First Boston $200 million;

¢ Morgan Stanley $125 million;

¢ Goldman Sachs $110 million;

¢ Bear Sterns, JP Morgan, Lehman Brothers, UBS Warburg $80 million each;
o Piper Jaffray $32.5 million.

In addition, the investment banks have agreed to a number of new rules.

1. Their research and banking divisions will be supervised separately and issue separate
reports.

2. Investment banking divisions are not allowed to rate research analysts.

3. A firewall’* was erected — the compensation of analysts cannot be linked to the
performance of the investment banking arm of the bank.

4. Research analysts may not participate in the marketing of the bank, e.g., share sales,
deals for institutional investors.

5. No unnecessary communication is allowed between analysts and the investment bank-
ing group.

6. Banks must make public any companies that are investment bank clients and are analysed
by the bank’s research department.

7. “Spinning” or giving favoured clients opportunities to purchase shares in top initial
public offerings (in exchange, it is hoped, for consulting or other investment banking
business) was banned.

Prior to the payout being made public, Merrill Lynch announced it would insert a Chinese
wall between its research and corporate finance divisions. Citigroup revealed that its
research and retail broking business would be turned into a separate subsidiary. However,
other conflicts of interest issues continue to surface. Banks are accused of fraud?’ for inflating
prices on stock firms and initial public offerings (IPOs). For example, some banks are cited
in a $30 billion damages issue for ignoring problems at Enron, and there are a number of
class action lawsuits. At the time of writing, however, early judgements suggest these may
not succeed: they are being dismissed for lack of evidence and because of the views of at

24 See p. 28 for a formal definition.
2 Under the 1934 Securities Act, a bank is liable for fraud if it is negligent and/or ignored problems on a firm’s
balance sheet that is subsequently promoted.
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least one judge (Milton Pollack, who is ruling on 25 class action lawsuits — he has described
the plaintiffs as “high risk speculators” and has already dismissed several cases).?®

Washington politicians have criticised the settlement as being far too low, which banks
will treat as the cost of doing business. For example, Mr Richard Shelby?’ noted that
Citigroup (parent of Salomon Smith Barney) earned $10.5 billion in investment banking
revenues from 1999-2001, so its share of the fine is under 4% of its revenue for the period.
Self-regulation has also come under fire because the NYSE and NASD regulate their own
members but failed to spot the problem, nor did the SEC, though they are a powerful
government regulatory body.

Merchant banks

Barings, the oldest of the UK merchant banks, was founded in 1762. Originally a general
merchant, Francis Baring diversified into financing the import and export of goods produced
by small firms. The financing was done through bills of exchange. After confirming firms’
credit standings, Barings would charge a fee to guarantee (or “accept”) merchants’ bills of
exchange. The bills traded at a discount on the market. Small traders were given much-
needed liquidity. These banks were also known as “accepting houses” —a term employed
until the early 1980s. They expanded into arranging loans for sovereigns and governments,
underwriting, and advising on mergers and acquisitions.

Financial reforms,?® including the Financial Services Act (1986), changed merchant
banking. The reforms allowed financial firms to trade on the London Stock Exchange,
without buying into member firms. Fixed commissions were abolished, and dual capacity
dealing for all stocks was introduced. This change eliminated the distinction between
“brokers” and “jobbers”. Most stock exchange members acted as “market makers”, making
markets in a stock and brokers, buying and selling shares from the public.

These changes made it attractive for banks to enter the stockbroking business, and most
of the major banks (both clearing and merchant) purchased broking and jobbing firms or
opted for organic growth in this area. The majority of the UK merchant banks began to
offer the same range of services as US investment banks, namely, underwriting, mergers
and acquisitions, trading (equities, fixed income, proprietary), asset or fund management,
global custody and consultancy. As merchant banks became more like investment banks,
the terms were used interchangeably and, in the new century, “merchant bank” has all but
disappeared from the vocabulary.

The UK’s financial regulator, the Financial Services Authority (FSA), has been more
sanguine on the conflict of interest issue, even though many of the US investment banks
that are party to the April 2003 agreement have extensive operations in London. In a
July 2002 discussion paper, the FSA acknowledged the presence of US banks operating in
London. The study also identifies a number of conflicts of interest, the main one being
when the remuneration of research analysts is dependent on the corporate finance or equity
brokerage parts of an investment bank, which generate revenues from underwriting and

26 Source: “Dismissed”, The Economist, 5 July 2003, pp. 81-82.
27 Republican Senator and Chairman of the Senate Banking Committee.
28 Collectively known, along with other reforms, as Big Bang, 1986.
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advisory or brokerage fees. There were no specific accusations of bias, and the FSA noted
that institutional investors, who are well informed, are more dominant in the UK markets.
However, the paper reports the results of a study by the FSA comparing recommendations
on FTSE 100 companies made by firms acting as corporate broker/advisor to the subject
company to those made by independent brokers with no such relationship. The main
finding was that the firms acting as corporate brokers/advisors to the subject company made
nearly twice as many buy recommendations as the independent brokers.

Having identified potential conflicts of interest, the FSA noted that many are currently
covered under Conduct of Business rules, Code of Market Conduct and insider trading
laws. The paper concluded by suggesting four possible options: (1) the status quo; (2) all
research reports from investment banks or related firms to be clearly labelled as advertising;
(3) following the US route, though this option would require a far more prescriptive
approach, which is at odds with the UK’s emphasis on principles; or (4) letting market
forces do their job, because investors know who the client firms of investment banks are, and
discount any reports coming from their research department. These options were put forward
for further discussion, and in 2003 the FSA published a consultative paper (CP171, 2003). It
appears the FSA will continue with a principles-based approach, but like the US authorities,
recommends analysts should not be involved in any marketing activities undertaken by
the investment bank, nor should the investment banking department influence the way
analysts are paid. The FSA also suggests that analysts working for a bank underwriting a
share issue for a firm should be banned from publishing any research on this firm. There are
objections to the last proposal: it is argued that the analyst at the underwriting firm is the
best informed about the firm about to go public, so stopping the publication of their reports
will mean the market is missing out on a good source of information. Also, what if more
than one bank is underwriting a rights issue?

Unlike the USA, the banks will not be required to fund independent research. Nor will
analysts be required to certify that any published report reflects their personal opinion.
However, the FSA has announced plans to educate the public on the risk associated with
stock market investments, which is in line with their statutory duties.

Is an investment bank a bank?

This chapter has stressed that the features which distinguish banks from other financial
firms are the combined function of acting as an intermediary between savers and borrowers
(either retail or wholesale) and offering liquidity as a service. Payment facilities are a
byproduct of these two services.

Investment banks act as intermediaries when offering services such as underwriting, advice
on mergers and acquisitions, trading, asset management and global custody. However, it is
a different form of intermediation. Nor do investment banks offer liquidity as a service in
the same way as a standard bank. They contribute to increased liquidity in the system by
arranging new forms of finance for a corporation, but this is quite different from meeting
the liquidity demands of depositors. Indeed, the functions of the investment bank differ so
much from the traditional bank that the term “bank” may be a misnomer. The US National
Association of Securities Dealers (NASD) does not officially recognise the term “investment
bank”, and uses “broker dealer” to describe investment banks and securities firms. However,
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many investment banks, including Goldman Sachs, do offer the core/traditional deposit,
chequing, ATM and loan facilities to very high net worth individuals. Merrill Lynch, in
2000, obtained permission from the Federal Reserve Bank to offer FDIC insured deposits.
Though these services form a small part of their business, it does mean they are banks, and
in most countries they report to both bank and securities regulators.

1.4.3. Commercial Banking

Commercial banks offer wholesale and retail banking services. In the USA, commercial
banking excludes, by the 1933 Glass Steagall Act, investment banking activities. Wholesale
banking typically involves offering intermediary, liquidity and payment services to large
customers such as big corporations and governments. They offer business current accounts,
make commercial loans, participate in syndicated lending?® and are active in the interbank
markets to borrow/lend from/to other banks. Global integration, technological advances
and financial reforms have made parts of the wholesale market highly competitive. Most
US commercial banks also have retail customers.

Retail banking offers the same services to numerous personal banking customers and small
businesses. Retail banking is largely intrabank: the bank itself accepts deposits and makes
many small loans. It tends to be domestic, though the information technology revolution
has the potential to break down national barriers, an issue discussed in the next section.

1.4.4. Bank Holding Companies

The term “bank holding company” originated in the United States. The Bank Holding
Company Act (1956) defined a BHC as any firm which held at least 25% of the voting stock
of a bank subsidiary in two or more banks. BHCs are commercial banks, regulated by the
Federal Reserve Bank.’® Having been granted legal status, bank deposits under the control
of BHCs grew from 15% in the 1960s to over 90% by the 1990s. Each BHC owns banking
(and in some countries, non-banking financial) subsidiaries, which are legally separate and
individually capitalised.

In the United States, BHCs were used to circumvent laws which placed restrictions on
interstate branching, that is, having branches in more than one state. Through the BHC
structure, a bank might own several bank subsidiaries in a number of states.

1.4.5. Section 20 Subsidiaries
In 1981, the US Supreme Court ruled that section 20 of the Glass Steagall Act did not

extend to subsidiaries of commercial banks. They could offer investment banking activities,
provided they were not “engaged principally” in the said activities. Since 1987, BHC

2 Syndicated lending is when a lead bank persuades a number of other banks to contribute to a loan;
normally very large loans to finance massive projects such as upgrading a railway network, or sovereign loans to
developing/emerging markets.

30 The definition of BHCs under the 1956 Act led to banks forming one bank holding company, with non-banking
subsidiaries. A 1970 Amendment stopped BHCs from owning non-bank subsidiaries and gave the Federal Reserve
the authority to approve all BHC activities, which had to be closely related to banking. BHCs even had to seek
permission from the Fed to expand into credit card operations.
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subsidiaries have been authorised by the Federal Reserve Bank to engage in securities
activities, and became known as “section 20 subsidiaries”. They could underwrite corporate
debt and equities provided it was limited to 5% of the bank’s total revenue, which was

raised to 10% in 1989 and 25% in 1996. With the passage of the Gramm Leach Bliley Act
(see below), these subsidiaries are expected to gradually disappear.

1.4.6. Financial Holding Companies

The Gramm Leach Bliley Financial Modernisation (GLB) Act was passed in late 1999 and
effectively repeals the Glass Steagall Act. The GLB Act allows US bank holding companies
to convert into financial holding companies (FHCs), which can own subsidiary commercial
banks, investment banks and insurance firms. Likewise, investment banks and insurance
firms may form FHCs, subject to the approval of the Federal Reserve.

The GLB Act means, for the first time, that US banks can become restricted universal
banks. They can engage in commercial and investment banking and insurance businesses
but, unlike the German banks, are restricted because, as subsidiaries, they must be separately
capitalised, which is more costly than if they are part of a single legal entity. Also, the
cross-share ownership of non-financial firms is largely prohibited. In the USA, BHCs are
allowed to own up to a 5% interest in a commercial concern.

Different versions of restricted universal banks are found around the world. Canada
also has legislation to stop banks from owning commercial firms. In the UK, Italy and
Switzerland, there is virtually no integration of banking and commerce. It is discouraged by
the regulatory authorities in the respective countries, but not prohibited by law. Under the
financial reforms of the late 1990s, Japanese banks may also be part of a FHC, though FHCs
may not own insurance subsidiaries. However, cross-shareholdings and shared directorships

are an integral part of the Japanese financial and commercial structure.’!

Summary of the Different Models

Universal Banking Model

Bank + Other Financial and Non-financial Activities

Bank Holding Company Model (US version)

\ | | |
Sub: Sub: Sub:
Bank A Bank B Bank C Section 20 Sub

Financial Holding Company Model (US version)

Bank Subs Insurance Securities
(with interstate ~ Subsidiaries Subsidiaries
branches)

Sub(s): subsidiaries

31 See Chapter 5 on bank structure and regulation for more detail.
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1.5. Financial Conglomerates

Briault (2000) defined a financial conglomerate as a firm that undertakes at least two
of five financial activities: intermediary/payments, insurance, securities/corporate finance,
fund management and advising on or selling investment products to retail customers. He
reports that while in 1978 the vast majority of UK banks engaged in just one of these five
activities, by 1998, 8 firms were authorised to offer all five functions, 13 were authorised to
offer four, and more than 50 were authorised to offer three.

The Briault figures are for the UK, but rapid growth of financial conglomerates is taking
place in the world’s key financial sectors. Financial reform (e.g., “big bangs”) in many
countries eliminating (to some degree, depending on the country) segmented financial
sectors has encouraged banks to become part of financial conglomerates. Given the nature
of most activities listed above, virtually all conglomerates are global.

Briault identified the advantages and disadvantages of financial conglomerates. First,
the efficiency of the financial system is improved if these conglomerates can achieve
economies of scale and scope. Economies of scale is a long-run concept, where all factors
of production (e.g., labour, capital, property) are variable. An equiproportional increase in
factor inputs leads to a greater than equiproportional increase in output. Firms operate on
the falling part of their average cost curves. For example, suppose there are three factor
inputs: deposits, labour, property and one output: loans. Then, in the presence of economies
of scale, the doubling of deposits, labour and property would result in loans more than
doubling.

Economies of scope are said to exist if the joint production of two or more goods or
services is cheaper than if they are produced independently, resulting in higher output.
Suppose there are two products, x = loans and y = deposits. Then economies of scope
exist if C(x,v) < C(x) + C(y), where C is defined as the cost of production. Put another
way, average cost falls with an increased number of outputs produced jointly rather
than separately.

However, it has proved difficult to produce definitive evidence for the existence of scale
and scope economies.’? Furthermore, any increased efficiency may be offset by the effects
of increased monopoly power if the growth of financial conglomerates reduces the number
of firms operating in banking and other financial sectors. This will have the effect of raising
“prices”.?® The reduced amount of competition in the market could, in turn, increase
inefficiency. Hence, it is unclear whether the net effect of financial conglomerates is to raise
or lower efficiency.

Second, it is argued that if financial conglomerates locate in countries with emerging
financial markets, they can apply their expertise to assist in the development of a country’s

32 See Chapter 9 for a more detailed discussion of this issue.
33 In the case of core banking products, higher prices would be reflected in lower deposit rates; higher loan rates
and fees for financial services.
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financial markets. Often these economies are short of trained labour in their respective
financial sectors. The foreign firm can bring in expertise from other countries, but also train
and educate the host country labour force.

A third argument is that financial conglomerates usually diversify their financial functions,
with branches/subsidiaries around the world, making them less vulnerable to downturns
in one economy or region. Likewise, a decline in securities activity may be accompanied
by a rise in banking activity. However, as Staikourous and Wood (2001) have shown,
diversification may actually increase the financial institutions’ income volatility.

Others have argued that large, diversified financial firms encountering difficulties may “go
for broke”, adopting high risk/return strategies. If the gamble pays off, the conglomerates
survive. If not, their size makes it likely a government might attempt to rescue them should
they get into trouble. If, in the absence of a government bailout, they fail, it can trigger
the collapse of financial institutions world-wide. Hence, the systemic threat to the global
financial system is increased.

Functional supervision normally means independent regulators oversee different functions
of the conglomerate — meaning different parts of the conglomerate may be answerable to
different regulators. The problem with functional supervision is that damage to the
reputation of one part of the firm could cause a loss of confidence in other parts of
the firm, including its banking arm. The problem is illustrated by the collapse of British
Commonwealth Holdings (BCH), a financial services group, in 1990. After news of serious
financial problems in the computer leasing subsidiary of BCH (Atlantic Computers) in
April 1990, there was a run on the British and Commonwealth Merchant Bank. Two
months later, the Securities and Investment Board®* removed the merchant bank from
its approved list, and to prevent a further run, depositors’ funds were frozen by the courts
and an administrator appointed. The subsequent report by the administrators found the
merchant bank to be financially sound.

In the UK, the Financial Services Authority created a Major Financial Groups Division
(MFGD), which is responsible for approximately 50 of the most complex financial firms
headquartered in the UK, USA, Japan or Europe. It includes the big four/five UK commercial
banks, along with major banks and investment banks from the USA, Europe and Japan.
They have been chosen according to size, systemic importance and the complexity of
the business within the financial group. The MFGD assigns a “micro-regulator” to each
financial conglomerate, which is responsible for coordinating communication among
supervisors within the FSA, assessing the group’s overall management and monitoring
capital adequacy. A lead regulator is assigned to any firm engaged in several activities but
not deemed to be a major financial conglomerate.

In June 1989, the Federal Reserve Bank (Fed) introduced a unique system for large
complex banking organisations (LCBOs). Teams of 2—12 supervisors will be assigned to
America’s 50 largest LCBOs, most of which operate in global markets. The emphasis is on

3 The Securities and Investment Board was one of the self-regulatory organisations set up after the Financial
Services Act was passed in 1986. See Charts 5.1 and 5.2 for more detail.
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daily supervision (replacing periodic examinations) of both the banking and trading books.
The teams will use an organisation’s risk management and information systems, provided
the regulator is satisfied with the quality of internal audit, compliance, risk management
and top management.

The main concern with the LCBO arrangement is the risk of regulatory forbearance, when
the supervisor puts the interest of the regulated firm ahead of public/taxpayer interest. To
counter this problem, teams will be rotated to new LCBOs every 3 years, and other Fed
specialists will double-check particularly vulnerable areas.

Managers of financial conglomerates have expressed concern that compliance costs are
too high, because most regulators require them to allocate capital (known as dedicated
capital) to each of their major operations. For example, if they have businesses in investment
banking, stockbroking and intermediary banking, capital must be set aside for each of
these divisions. As was noted earlier, in the United States, the FHCs are required to keep
insurance, investment and commercial banking activities as separate subsidiaries, which
means each subsidiary will have separate capital requirements.

There is also the potential for conflict of interest between the different firms held by
the conglomerate. In the UK and elsewhere, the regulatory authorities require firms to
erect Chinese walls to prevent sensitive information flowing between the departments (or
subsidiaries) of firms, which could create problems such as insider trading. For example,
if a mergers and acquisitions department knows of an upcoming bid on a target firm and
those working in the trading division are informed of the bid before it becomes public
information, the traders who act on such information would be accused of insider trading.
Investigations by US regulators in 2002 uncovered other serious conflicts of interest among
modern investment banks that had expanded into brokerage and sales in addition to their
traditional activities of underwriting/mergers and acquisitions. The record $1.4 million
payout by New York investment banks was discussed earlier in the chapter, but it is worth
recalling the reason for the fines, etc. There was evidence of spinning and of bank analysts
“talking up” the share price of companies that were also clients of the investment banking
division. Thus, the expansion of modern investment banks into the broad range of activities
listed previously may bring diversification benefits, but it has also created serious conflicts of
interest. Financial conglomerates are also required to impose firewalls to counter the threat
of contagion between their different operations. Regulators are especially anxious to keep
core bank activities separate from those of other subsidiaries. Firewalls are legal restrictions
placed on information flows and financial transactions between subsidiaries, branches,
departments or other firms. For example, the Federal Reserve imposed 28 firewalls on
section 20 subsidiaries. The main purpose of the firewall is to protect one unit of a holding
company from funding problems associated with another subsidiary within the holding
company. However, as will be seen below in the “NatWest” case, there are problems with
firewalls that tend to arise if one of the subsidiaries gets into trouble. To quote Walter
Wriston (Chairman of Citicorp in the 1980s) testifying before a Senate Committee in
1981, “It is inconceivable that any major bank would walk away from any subsidiary of its holding
company”.
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Box 1.2 County National Westminster Bank

Even though the incident occurred some time ago, the case continues to illustrate the problems that can
arise within a financial conglomerate. County National Westminster Bank (County NatWest or CNW) was a
wholly owned subsidiary of National Westminster Bank (NWB) in London. CNW itself had a subsidiary, County
National Westminster Securities (CNWS), which acted as market maker for CNW.

CNW was handling a rights issue for Blue Arrow, an employment agency, which was due to expire on
27/9/87. On 28/9, it was found that the shareholders of Blue Arrow had taken up just 49% of the share issue.
As the underwriter of the shares, CNW sought out buyers of the additional shares, namely the following.

CNWS: According to CNWS, they were asked to purchase 4.6% of the shares in exchange for an indemnity
with CNW. The market maker would be reimbursed for any losses on the shares when trading commenced,
and CNW would meet all financing costs. If the share proved to be profitable, CNW would take 30% of the
profits. County NatWest claims there was no indemnity: the market maker simply agreed to purchase the
shares. The shares did not appear on either the trading or bank books of CNWS, and dealers were unaware
the shares were being held. There was no public disclosure of the shareholding. Under section 209 of the UK
Companies Act, disclosure is not necessary if the shares are held in the normal course of business.

Phillips and Drew: a subsidiary of the Union Bank of Switzerland (UBS), P&D were acting stockbrokers
for Blue Arrow. Both firms took some of the shares, as did other corporate clients of CNW. A total of 60% of
the shares were acquired by CNW-related firms. UBS obtained a written indemnity that CNW would meet any
losses arising from the share issue. The Bank of England was informed of the indemnity, though it was kept a
secret within CNW.

The October 1987 stock market crash caused the Blue Arrow share price to drop to 60p from 166p. CNW
had to unwind its indemnity with UBS, which was done through its parent, National Westminster Bank, at a
cost of $30 million. In December, CNW announced it was holding 9.6% of the shares, declaring a provisional
loss of £49 million and an overall annual loss of £116 million. It required an injection of £80 million from the
parent bank. In February 1988, the two top executives at CNW resigned.

The Bank of England persuaded the Department of Trade and Industry to allow NatWest Bank to conduct
an internal investigation, but public pressure eventually resulted in an independent investigation by the DTI. A
year later, four individuals were found guilty of conspiracy to defraud; some convictions were overturned on
appeal.

There are several issues raised with respect to the County NatWest case.

1. The Chinese walls (erected to prevent sensitive information flowing between the departments or firms) failed
because information passed from the corporate finance division of CNW to the market makers at CNWS.
Firewalls (legal restrictions placed on information flows and financial transactions between subsidiaries,
branches, departments or other firms) also failed under pressure. For example, the secret indemnity with
UBS (possibly CNWS), the possible violation of the Companies Act — see below — and the failure of the
parent, NatWest, to act when it was aware of financial malpractice by at least one of its subsidiaries.
CNW also manipulated the markets by getting other players to purchase shares, to make the share issue
appear successful.

2. The UK Companies Act requires public disclosure if one firm owns more than 5% of the shares of another
firm. Including shareholdings by CNW’s private clients, NatWest’s exposure exceeded 5%.

3. The parent, National Westminster Bank, was aware of financial malpractice in CNW, one of its subsidiaries,
but failed to take action.

4. The Bank of England failed to query the UBS indemnity, and showed signs of regulatory capture/forbearance®
because it was prepared to allow National Westminster Bank to conduct its own internal enquiry.

National Westminster Bank was purchased by the Royal Bank of Scotland group in March 2000.

1.6. Central Banking
Though most central banks began life as commercial banks with responsibility for special
tasks (such as note issue), the modern central bank is a government institution and does

not compete with banks operating in the private banking sector. Two key debates dominate

35 In the NatWest incident, the taxpayer did not fund any of the cash injections.
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the central banking literature. The first relates to the functions of the central bank, the
second to the degree of autonomy enjoyed by it.

Modern central banks are normally responsible for monetary control and, in addition, may
be involved in prudential regulation and placing government debt on the most favourable
terms possible. These three functions are now considered in more detail.

1.6.1. Monetary Control or Price Stability

A country’s money supply is defined as currency in circulation outside the banking system
plus deposits held at banks.>® Banks play an important role in creating money, but so does
the central bank. Banks create money by lending out deposits, hence their activities can
affect the central bank. The traditional methods®? for controlling the money supply include
the following.

1. Open market operations: traditionally, this was done by buying and selling gilts (UK
government Treasury bills) but since 1996, the Bank of England has also used gilt repos,
i.e., a gilt sale and repurchase agreement — the Bank of England sells a gilt with an
agreement to buy back the gilt at a specified date, at an agreed rate of interest.

2. Buying or selling securities in the financial market: this causes the monetary base (the
quantity of notes and coins in circulation plus the quantity held by the banking system)
to be affected. For example, if the Bank of England prints new money to purchase
government securities (a Treasury bill or more recently a repo), then the monetary base
will increase. Most of it will be deposited in the banking system, which the commercial
banks, in turn, lend out.*® Or, if the bank sells government securities, the monetary base
is reduced.

3. Reserve ratios: in some countries, banks are required to hold a certain fraction of
deposits as cash reserves, and the central bank can influence the money supply. If the
reserve ratio is raised, it means banks have to reduce their lending, so the money supply
is reduced. This method was standard procedure until the 1980s, and was designed to
encourage banks to reduce their amount of credit. In most western countries, the reserve
ratio is no longer used as a key monetary tool. For example, in the UK, the reserve
ratio in 1971 was 12.5% but in 1981, the government abandoned its use as a means
of controlling the growth of credit. It was replaced by a cash ratio, the sole purpose of
which is to finance the operations of the Bank of England, and that is currently 0.15%>°
of eligible liabilities for all credit UK institutions.

4. Discount rate: the rate charged to commercial banks when they want to borrow
money from the central bank. Again, by raising the discount rate above the general

3 The term “bank” used here refers to any financial institution authorised to hold deposits. In the UK it will
include banks, building societies, investment banks, and so on.

37 These methods were practised in industrialised countries up to the mid-1980s, but have been largely abandoned.
In some developing economies, they are still used.

38 A bank will loan out a large percentage in deposits, holding only a fraction of deposits on reserve. This action,
in turn, increases the money supply via the money market multiplier. See any good introductory text or dictionary
of economics for a detailed explanation.

39 This system of raising funds for the Bank of England was formalised in the 1998 Banking Act; eligible liabilities
are not defined, except to say they can be in sterling or foreign currencies.
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market interest rate, it is more expensive for commercial banks to borrow in the event
that withdrawals suddenly rise. The banks hold more cash in reserves to avoid the
“penal rate”, which again reduces the money supply because it means fewer deposits are
loaned out.

Thus, a central bank can stabilise the price level by the exercise of monetary policy,
through control of the money supply and/or the use of interest rates. By the late 1970s
and early 1980s, many governments singled out price stability as the key objective of the
central bank. Some central banks were given a zero inflation target, or more commonly
a range of acceptable inflation rates. For example, in the UK, the Bank of England,
through its powerful Monetary Policy Committee, is required to exercise monetary control
to meet an inflation rate target of 2.5% plus or minus 1%. Some bank governors (e.g.,
New Zealand) have their salaries and even job renewal dependent upon their success in
meeting targets.

A simplified version of the monetarist version of the link between the money supply and
inflation is summarised as follows:

P=MS—3%

where P is the rate of inflation, i.e., the rate of change in the price level over a given period
of time (month, year), MS is the rate of growth in the money supply, where the money
supply can be defined as “narrow” money (e.g., cash + sight deposits at banks) or “broad”
money (narrow money + time deposits, CDs, etc.), and ¥ is the rate of growth of real output
(e.g., real GNP).

According to this simple equation, if the money supply growth rate exceeds the growth
rate of national output, then inflation results. The version can be made more complex by,
for example, adding the velocity of money (the number of times money turns over in a
given year), but the above is a fairly good representation of the basic ideas. In the 1980s,
most countries tried to target the money supply growth rate to match the growth rate in
output, but when this largely failed to control inflation, policymakers switched their focus
to the interest rate.* If the central bank believes the economy is beginning to overheat or
will do so in the near future, it will raise a base interest rate, or reduce rates if it concludes
the opposite. The change in the base rate is expected to be passed on, via the banking
system, to consumers and producers, in the form of higher retail and wholesale rates. By
raising (lowering) the interest rate, aggregate demand is reduced (raised) which, in turn,
reduces/raises the rate of inflation.

It is fairly straightforward to extend this simple model to include exchange rates. Define
¢ > 0 as the rate of depreciation in a country’s exchange rate. Then:

A ~

e=P—px

where P* > 0 is the rate of inflation for a country’s major trading partners. The home
country’s exchange rate will depreciate if the rate of inflation at home is greater than the

40 Japan and Germany (until it became part of the European Monetary Union) employed both monetary targets
and the interest rate.
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rate of inflation for the country’s major trading partners. Also, if exchange rates are fixed
between countries,*! then ¢ =0 and all these countries must follow the same monetary
policy, to produce identical inflation rates and ensure a fixed exchange rate. If one country’s
inflation rate (e.g., Ireland) is higher than those of the other country’s, either Ireland will
have to do something to remedy its inflation rate, or the other countries will have to raise
theirs, since the exchange rate between these countries is fixed. This issue is at the heart of
the debate about the UK joining the euro. If it were to do so, responsibility for monetary
policy would shift from a directly elected government (delegated to an “independent” Bank
of England) and would be set by the European Central Bank (ECB).

It must be stressed that the methods for controlling the money supply described above
have been largely abandoned by countries in the developed world. In its place, most
central banks have a committee that meets on a regular basis and decides what interest
rate should be set to ensure the country’s inflation rate meets some government target.
Any change in the interest rate should affect aggregate demand, which in turn will keep
inflation in check. For example, if a central bank announces a lower rate, it signals that
it is trying to raise demand, in order to keep the inflation rate from falling below the
set target. Targeting the money supply growth rate is no longer fashionable, though in
some countries, notably Japan, it continues, but in addition to setting interest rates to
control demand.

1.6.2. Prudential Control

The central bank (or another government institution — see below) is expected to protect
the economy from suffering the effects of a financial crisis. It is widely accepted that the
banking system has a unique position in the national economy. A widespread collapse
can lead to a decline in the intermediation, money transmission and liquidity services
supplied by banks, which will, in turn, contribute to an inefficient allocation of resources
in the economy. There are additional macroeconomic ramifications if there is a continuous
reduction in the money supply growth rate or rise in interest rates.

A bank run begins when customers withdraw their deposits because they fear the bank
will fail. Immediately, the bank finds it is unable to supply one of its key services: liquidity.
The banking system is particularly vulnerable to contagion effects: a lack of confidence
associated with one poorly performing bank spreads to other, healthy, banks because agents
know that once a run on deposits begins, liquidated bank assets will decline in value, so
everyone will want to withdraw their deposits before the run gains any momentum. In the
absence of perfect information about the quality of each bank, the sudden collapse of one
bank often prompts runs on other, healthy, banks.

The vulnerability of banks to contagion creates systemic risk: the risk that the economic
system will break down as a result of problems in the banking sector. To expand on
this theme, disturbances in a financial institution or market could spread across the
financial system, leading to widespread bank runs by wholesale and retail depositors, and

41 Prior to the introduction of the euro in 2002, participating countries joined the European Monetary System and
effectively fixed the exchange rate between countries.
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possibly collapse of the banking system. This will severely hamper money transmission
which, in the extreme, could cause a breakdown in the economy as it reverts to barter
exchange.

The threat of contagion and systemic risk has meant governments are inclined to treat
banks as special and to provide, through the central bank, lender of last resort or lifeboat
facilities. By acting as lender of last resort, a central bank can supply liquidity to solvent
banks threatened by contagion effects. Increasingly, central banks have pressured healthy
banks to assist the bailout of troubled banks — known as a lifeboat rescue operation. If the
central bank intervenes to assist weak or failing banks, it will be concerned as to how
these banks are regulated and supervised because of the moral hazard that inevitably arises
when private institutions know they have a chance of being bailed out by government
funds if they encounter difficulties. Some central banks operate a “too big to fail” policy,
whereby large banks are bailed out but smaller ones are left to collapse.** This gives all
banks an incentive to expand their assets, even if it means taking very risky lenders onto

their books.

1.6.3. Government Debt Placement

If a central bank has this responsibility, it is expected to place government debt on
the most favourable terms possible. Essentially, a government can instruct the central
bank to raise seigniorage income® through a variety of methods, which include a reserve
ratio (requiring banks to set aside a certain percentage of their deposits as non-interest-
earning reserves held at the central bank — an implicit tax), interest ceilings, issuing new
currency at a rate of exchange that effectively lowers the value of old notes, subsidising
loans to state owned enterprises and/or allowing bankrupt state firms that have defaulted
(or failed to make interest payments) on their loans to continue operating. Or, the
inflationary consequences of an ongoing liberal monetary policy will reduce the real value
of government debt.

This third objective is important in emerging markets, but by the close of the 20th
century has become less critical than the other two functions in the industrialised world,
where policies to control government spending means there is less government debt to
place. A notable recent exception is Japan, where the debt to GDP ratio is 145 and rising
(2002 figures). In emerging markets, central banks are usually expected to fulfil all three
objectives — ensuring financial and price stability, and assisting the government in the
management of a sizeable government debt. While all three are critical for the development
of an efficient financial system, the central banks of these countries face an immense task,
which they are normally poorly equipped to complete because of inferior technology and
chronic shortages of well-trained staff.

The Bank of England had a long tradition of assuming responsibility for all three functions,
but in 1997 the Chancellor of the Exchequer announced the imminent separation of the

42 Banks are classified as “too big to fail” if the cost of disruption to or even collapse of the financial system is
considered higher than the cost of bailing it out.
 Income earned through, for example, printing money.
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three functions, leaving the Bank of England with responsibility over monetary policy
the FSA* regulates financial institutions, including consumer protection and prudential
control of the banking sector. The Japanese government created the Financial Supervisory
Agency in 1997, to supervise banks and other financial institutions. Part of the Prime
Minister’s office, this Agency has taken over the job previously undertaken by the Ministry
of Finance and Banking of Japan.

The United States assigns responsibility for prudential regulation to several organisations
including the Federal Reserve, Comptroller of the Currency and the Federal Deposit
Insurance Corporation. The Federal Reserve also sets an independent monetary policy.
Until France became part of Euroland, the 20 000 plus employees of the Banque du France
played a dual role: implementing monetary policy and regulating/supervising the banking
system. In Germany, since the advent of the euro, the Bundesbank has lost its raison d’étre,
and has lobbyied hard to assume a regulatory role.

There are potential conflicts if one institution is responsible for the three objectives of
price stability, prudential regulation and government debt placement. Given the inverse
relationship between the price of bonds and interest rates, a central bank with control
over government debt policy might be tempted to avoid raising interest rates (to control
inflation) because it would reduce the value of the bank’s debt portfolio. Or, it might
increase liquidity to ease the placement of government debt, which might put it at odds
with an inflation policy.

Consider a country experiencing a number of bank failures, which, in turn, threaten
the viability of the financial system. If the central bank is responsible for the main-
tenance of financial stability in the economy, it may decide to inject liquidity to try
and stem the tide of bank failures. It does this by increasing the money supply and/or
reducing interest rates, so stimulating demand. The policy should reduce the number
of bankruptcies (personal and corporate), thereby relieving the pressure on the bank-
ing system.

However, if the central bank’s efforts to shore up the banking system are prolonged,
this may undermine the objective of achieving price stability. Continuous expansionary
monetary policy may cause inflation if the rate of growth in the money supply exceeds
the rate of growth of national output. The central bank may be faced with a conflict of
interest: does it concentrate on the threat to the financial system or is priority given to
control of inflation? The dilemma may explain the recent trend to separate them. If the
central bank is not responsible for financial stability, it can pursue the objective of price
stability unhindered.

Under the Maastricht Treaty (agreed in 1991, signed in 1992), the euro is controlled
by the European Central Bank, which has sole responsibility for one goal: price stability.

# Responsibility for the regulation of banks and other financial institutions was given to the newly formed Financial
Services Authority, bound by the Financial Services and Markets Act (2000). The 1998 Bank of England Act
makes the Bank responsible for price stability but it also has a division focused on the reduction of systemic risk
and undertaking official operations to prevent contagion. A Memorandum of Understanding (Appendix 5 of the
1998 Act) makes the Bank of England, the FSA and the Treasury jointly responsible for financial stability. The
1998 Act also transfers responsibility for the management of government debt from the Bank of England to an
executive agency of government, the Debt Management Office. Treasury officials set the agenda for the Chief
Executive of the DMO in the annual Debt Management Report. See Blair (1998).



[ 35 ]

WHAT ARE BANKks AND WHAT Do THEY Do?

However, if a central bank is the ultimate source of liquidity it must, even if only indirectly,
play a role in the regulation and supervision of banks. Consider the position of the
European Central Bank. Suppose Italian banks came under threat after EU citizens moved
their deposits to what they perceived to be safer, more efficient banks offering better
rates in other member states. The Italian government will have to approach the ECB for
an injection of liquidity, which means the ECB will want to be involved in prudential
regulation and supervision, even if these functions have been devolved to the “state”
central banks.

Canada and the USA are examples of countries with long histories where responsibility for
monetary control lies with the Bank of Canada and the Federal Reserve Board, respectively.
As noted above, the supervisory function is shared among several agencies in the USA,
including the Federal Reserve. In Canada, the Superintendent of Financial Institutions has
responsibility for inspection and regulation. The Bank of Canada is responsible for monetary
control. However, in every instance where a bank has been threatened with failure, the
Bank of Canada has taken part in the decision about whether it should be supported or
allowed to fail. So even in a country where the monetary and supervisory functions are
officially separate, the central bank plays a pivotal role in the event of problem banks.

A study by Goodhart and Schoenmaker (1995) looked at the arguments for and against
the separation of monetary policy from supervision. They could not find overwhelming
support for either approach, consistent with their finding that of the 26 countries examined,
about 50% assign the functions to separate bodies. Since the research was published, several
countries have changed policy and the computations would show the majority separate the
two responsibilities. Nonetheless, given the current trends, it is interesting that neither
model was found to be superior.

Another key issue is the extent to which central banking is given independence from
government. There is a general view that an independent central bank, unfettered by
government directives, can better achieve the goal of price stability. For a government,
the control of inflation will be one of several macroeconomic objectives; others are
unemployment and balance of trade or exchange rate concerns. If a government decides
that the rate of unemployment must be brought down because it is unacceptably high,
one option is to stimulate the economy through lower interest rates, which, in turn, has
implications for future inflation. It is argued that the goal of price stability requires a long-
term, reputable commitment to monetary control, which is at odds with the short-term
concerns of politicians. Inflation targets, etc., are seen as more credible if a central bank,
independent of government interference, is given sole responsibility for price stability.

In countries where the central bank is independent, the government cannot use it in
the manner described above. Under the 1998 Bank of England Act, the Bank acquired
some degree of independence from the Treasury over monetary policy. The Act created the
Monetary Policy Committee, consisting of the Governor, two deputies and two senior Bank
employees. The Bank does not enjoy full autonomy because the Treasury appoints the four
outside experts and approves all members of the Monetary Policy Committee. The target
inflation rate (currently 2.5%), which the MPC must meet, is also set by the Treasury. The
Governor is obliged to write to the Chancellor of the Exchequer if the target is not met,
give or take 1%.
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The Bank of Japan Act (April 1998) granted the Bank independence to a degree;® it has
sole responsibility for ensuring price stability. The Governor, Vice-Governor and Policy
Board are appointed by Cabinet, but it cannot dismiss them. The final decision on monetary
policy is taken by the Policy Board, though in a country of deflation, it has no inflation
targets per se to meet. The once powerful Ministry of Finance and Economic Planning
Agency no longer has members on the Policy Board, but their representatives can express
opinions at meetings.

Independence is also an issue if a country is committed to a regime of fixed, managed or
targeted exchange rates. It is the central bank that buys or sells foreign currency on behalf
of a government committed to, say, a quasi-fixed exchange rate, only allowing fluctuation
within a narrow band. In this situation, the central bank (or banks) will be trading against
the market — trying to restore the value of a currency threatened with depreciation or
appreciation. While the central bank or the coordinated efforts of several central banks
might be able to stabilise a currency in the short term, the position cannot be sustained
indefinitely. Attempts to shore up a currency may also come into direct conflict with
monetary policy, as was illustrated earlier. Under a fixed exchange rate regime, the central
bank will find its monetary policy is dependent on the monetary regimes (and inflation
rates) of other key economies.

1.7. Summary: Why are Banks Special?

A key objective of the preceding sections of this chapter has been to identify the key features
of banks, with an emphasis on the reasons why banks differ from other financial institutions.
Before moving on to related topics, it is worth summarising the main reasons why banks are
special. First and foremost, unlike other financial firms, they act as intermediaries between
borrowers and lenders and, in so doing, offer a unique form of asset transformation. Second,
liquidity is an important service offered to customers. A byproduct of intermediation
is participation in the payments system. Finally, banks play an important role in the
macroeconomy, and have a special relationship with the central bank because the process
of lending creates money.

Before moving on to Chapter 2, it is important to credit the authors responsible for
developing the ideas discussed in earlier sections. Only the key contributors are cited here;

readers wanting a more complete list are referred to comprehensive reviews by Baltensperger
(1980) and Santomero (1984).

4 By the 1998 legislation, the Bank of Japan’s enjoys a qualified independence, because:

— The MoF is responsible for the maintenance of currency stability.

— The Finance Minister has the right to approve the Bank of Japan’s budget; and the BJ’s semi-annual report is
sent to the Diet but via the MoF.

— The Finance Minister can require the B] to make loans to troubled banks and other financial institutions.
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As early as 1888, Edgeworth identified the distinguishing feature of banks: holding less
than 100% of deposits as reserves, and making a profit from the positive margin arising
from the difference between loan and deposit rates. According to Edgeworth, since the
optimal level of reserves grows less than proportionately to deposits, larger banks (measured
by deposits) will be more profitable than smaller banks. The outcome is an imperfectly
competitive market structure, meaning banks could exert monopoly power. These themes
were later formalised by Klein (1971) and Monti (1972). Sealey (1983) showed banks
earned monopoly rents because their charters gave them the right to issue sight deposits.
The emphasis was on the intermediary function, with little attention paid to price or credit
risk. The view was that by borrowing short and lending long, in an environment where
interest rates were steady, banks incurred little in the way of credit risk. Tobin (1963) was
one of the first to question this view, though his main contribution was describing the role
of banks in a macroeconomic setting.

Leland and Pyle (1977), Campbell and Kracaw (1980) and Diamond (1984) formally
extended the intermediary function of the bank as information gatherer and monitor. Firms
were able to raise finance through loans, and this finance was not, in many cases, available
on organised (e.g., bond) markets, because of high verification, monitoring and enforcement
costs. Banks were specialists in credit risk analysis, and the internalised information meant
they could profit from informational economies of scale (Lewis, 1991). Fama (1985) also
identified the unique nature of bank loans, and the bank’s need for inside information on
a firm to effectively monitor the borrower. As was mentioned earlier, Stiglitz and Weiss
(1988) showed that bank loans can convey important signals to the organised markets
about the creditworthiness of the firm, which could help the firm raise external finance via
bonds or an initial public offering.

The main contribution by Diamond and Dybvig (1983) and Gorton (1988), among
others, was to recognise that in the presence of asymmetric information, banks may be
inherently unstable. If deposits are paid on demand, any market view that a bank’s assets
are unsound can precipitate a bank run, which spreads to healthy banks. As was noted
earlier in this chapter, if banks are unable to offer a core service, liquidity, they can quickly
become insolvent.

Fama (1980, 1985) focused on the assets side of banking and portfolio management:
banks that acquire a risky asset portfolio need to generate the expected returns to finance
monitoring costs and benefit from a diversified portfolio. More generally, in addition to
taking deposits, banks could profit by diversifying risk to earn significant returns through
diversified capital investments.

Though Klein (1971), Monti (1972) and others developed monopolistic models of bank
behaviour, the approach was criticised for its failure to incorporate the production or
supply side of banking. In response, Niehans (1978) used a production function where the
volume of loans and deposits depends on factor inputs (capital and labour) together with
the interaction between resource costs and factors influencing a bank’s portfolio choices.
Baltensperger (1980) also explores this idea, building upon earlier contributions by Pesek
(1970) and Sealey and Lindley (1977), among others.
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The introduction of government-backed deposit insurance to discourage bank runs alters
the incentives of banks, to the detriment of the taxpayer. In the presence of less than
perfect information about loans and other assets acquired by banks, deposit insurance (and
lender of last resort/lifeboat facilities) creates moral hazard problems and encourages banks
to assume a riskier portfolio than they otherwise would. Risk is underpriced in a system
backed by explicit or implicit guarantees; points argued by, among others, Benston et al.
(1986) and Kane (1985). Hence the need for regulation, which the banking sector will
accept, provided the benefits of mispricing outweigh the cost of compliance —see Buser
etal. (1981).

In the 19th century, Thornton (1802) distinguished between credit and money, and
Keynes (1930) highlighted their importance in a macroeconomy, showing the role of banks
in relation to monetary policy. Gurley and Shaw (1956), Pesek and Saving (1969) and
Tobin (1963) extended these themes. By the 1950s, the role of banks in the creation of

money had become standard fare in introductory economic textbooks.

1.8. Conclusion

The main purpose of this chapter has been to review the traditional model of the bank. Banks
are distinguished from other financial firms by the intermediary and payments functions they
perform. The organisational structure of banks is consistent with Coase’s classic analysis of
the firm, and extensions of these ideas by authors such as Alchian, Demsetz and Williamson.
Information plays an important role in banking; the presence of information costs helps to
explain why banks act as intermediaries. Asymmetry of information gives rise to adverse
selection and moral hazard, and the classic principal—agent problem between depositors
and shareholders and a bank, and the bank and its officers and debtors.

After a review of payments systems and related technology, section 1.3 identified the
main organisational structures of banks, including universal and restricted universal banks,
holding companies and the difference between commercial (wholesale and retail) and
investment banking. The growth of financial conglomerates was also discussed. It was noted
that the US banking system has a structure quite unique to the western world, and as will
be shown in Chapter 5, is largely the product of the statutes passed by Congress to regulate
the banking sector.

Section 1.6 introduced central banking, explaining the link between a country’s private
banks and the central bank. The various functions of the central bank were reviewed.
Concepts such as bank runs and contagion were introduced, in relation to the need for
a central bank to provide liquidity when banking systems are threatened. These terms
receive more detailed attention in Chapters 4 and 8. Also discussed were the important
issues of central bank independence from government, and allocation of responsibility for
the prudential regulation of banks to an agency that is separate from the central bank.

In this chapter different types of banking structure, such as universal, commercial
and investment banking, were introduced, along with a discussion of the growth of
financial conglomerates. These topics prepare the ground for Chapter 2, which looks at the
diversification of banking activities. By the end of the 20th century, all but the smaller
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or specialised banks expanded into other financial activities, while continuing to offer the
core banking functions. Chapter 2 also reviews aspects of international financial markets
and the growth of international banking. The final section considers the thorny issue of
whether the growth of information technology and other developments threaten the very
nature of banking.







DIVERSIFICATION OF
BANKING ACTIVITIES

2.1. Introduction

In the 21st century, banks remain a central component of well-developed financial markets,
though, as was noted in Chapter 1, some banks have expanded their activities beyond
the traditional core functions. The banking sector normally consists of specialist banks
operating in niche markets, and generalist banks offering a wide range of banking and other
financial products, such as deposit accounts, loan products, real estate services, stockbroking
and life insurance. For example, “private bankers” accept deposits from high net worth
individuals and invest in a broad range of financial assets. Modern investment banks have
a relatively small deposit base but deal in the equity, bond and syndicated loan markets.
Universal banks, even the restricted form, offer virtually every financial service, from core
banking to insurance. This chapter begins with a review of the diversification of banks
into non-banking financial activities. There has also been a rapid growth of global banking
activities, international extensions of the core banking functions discussed in Chapter 1.
Section 2.4 reviews trends in the international trade of banking services and multinational
banks. Section 2.5 looks at the performance of the banking sector and considers the key
issues facing banks in the new century. Section 2.6 concludes.

2.2. The Expansion of Banks into Non-banking
Financial Services

While Chapter 1 focused on the core banking functions, this section looks at the growing
diversification of banks. Of course, many of the savings banks or small British building
societies continue to focus mainly on the core banking activities. However, the norm is
for the key 5 to 10 banks in any western country! to be diversified financial institutions,
where traditional wholesale and retail banking are important divisions, but a wide range of
financial services are also on offer. For example, universal banks, even if in the restricted
form, offer virtually every other financial service, from core banking to insurance.
Non-bank financial services include, among others, unit trusts/mutual funds, stockbroking,
insurance, pension fund or asset management, and real estate services. Customers demand
a bundle of services because it is more convenient to obtain them in this way. For example,

I The US banking system is different; a point noted in chapter one. However, the top 20 or so US banks (in terms
of tier one capital or assets) have also diversified.
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buying a basket of financial services from banks helps customers overcome information
asymmetries that make it difficult to judge quality. A bank with a good reputation as an
intermediary can use it to market other financial services. Thus, some banks may be able to
establish a competitive advantage and profit from offering those services.

Most banks are also active in off-balance sheet (OBS) business to enhance their profitability.
OBS instruments generate fee income and are therefore typical of the financial products
illustrated in Figure 1.2, and do not appear as assets or liabilities on the traditional bank
balance sheet. Some OBS products have been offered by banks for many years. They include,
among others, credit cards, letters of credit,” acceptances, the issue of securities (bonds,
equity), operation of deposit box facilities, acting as executor of estates, fund management,
global custody and sales of foreign exchange. In addition, over the last 20 years, an increasing
number of banks have been using or advising on the use of derivatives and securitisation.

2.2.1. Derivatives

The rapid growth of OBS activities of major global banks increased from the mid-
1980s onward, largely due to the expansion of the derivatives markets and securitisation.
Derivatives are briefly described here, but covered in more detail in Chapter 3. The growth
of global banking and other financial markets exposed investors and borrowers to greater
currency, market and interest rate risks, among others. Derivatives, which are contingent
instruments, enable the banker/investor/borrower to hedge against some of these financial
risks. Their growth has been phenomenal. They increased 13-fold between 1980 and 2000,
at an average annual rate of 29.4%, though the growth rate had slowed to about 10% per
annum by the new century.

A derivative is a contract that gives one party a contingent claim on an underlying asset
(e.g., a bond, equity or commodity), or on the cash value of that asset, at some future
date. The other party is bound to meet the corresponding liability. The key derivatives
are futures, forwards, swaps and options, which are defined in Chapter 3. Table 2.1 shows
that in 1988, outstanding traded derivatives stood at $2.6 trillion, rising to $165.6 trillion
by 2002. Some of these derivatives are traded on organised exchanges, such as the London
International Financial and Futures Exchange (LIFFE), the Chicago Board of Options
Exchange, the Chicago Mercantile Exchange, the Philadelphia Board of Trade, the Sydney
Futures Exchange or the Singapore Monetary Exchange. All organised exchanges have
clearing houses, which guarantee the contract between the two parties; traders must be
members of the clearing house. In the early years (1988) about half the derivatives were
traded on organised exchanges, compared to just over 14% in 2002, testifying to the
phenomenal growth in the over the counter market.

Owver the counter (OTC) instruments are tailor-made for particular clients. In 1988,
the size of the exchange traded and OTC markets was about the same. By 2002, OTC
instruments accounted for about 86% ($141.7 trillion) of the total derivatives market.
Note how interest rate contracts (swaps, options and forward rate agreements) are the
predominant OTC contract. In 2001, interest rate options overtook interest rate futures as
the leading exchange traded derivative.

2 An undertaking by the bank that it will meet the obligations of the agent carrying the letter of credit should that
agent fail to pay for goods or services, etc.
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The Size of the Global Derivatives Market

Notional Principal Outstanding (US$bn)

1988 1990 1995 1998 1999 2000 2001 2002
Exchange-Traded
Instruments
Interest rate 895 1455 5876 8031 7925 7908 9265 9951
futures
Interest rate 279 595 2742 4624 3756 4734 12493 11760
options
Currency 12 17 34 32 37 4 66 47
futures
Currency 48 57 120 49 22 21 27 27
options
Stock market 27 69 172 292 344 371 342 334
index futures
Stock market 43 94 338 908 1522 1163 1605 1755
index options
Total 1304 2286 9282 13936 13606 14278 23798 23874
Ower-the-Counter
Instruments
Foreign 320 1138 1197 18011 14344 15666 16748 18469
exchange
contracts®
Interest rates 1010 2312 16516 50015 60091 64 668 77568 101699
contracts?
Equity-linked - - - 1488 1809 1891 1881 2309
contracts®
Commodity - - - 415 548 662 598 923
contracts?
Other - - - 10389 11408 12313 14384 18337
Total 1330 3450 17713 80318 88202 95199 111178 141737
Overall total: 2634 5736 26995 94254 101808 109477 134976 165611

@ Includes outright forward and forex swaps, currency swaps and currency options.

b Includes forward rate agreements, interest rate swaps and interest rate options.

¢ Includes equity-linked forwards, swaps and options.
4Includes gold and other commodities forwards, swaps and options.
Sources: http://www.bis.org/statistics/derstats.htm (table 23A); BIS (1996) 64th Annual Report p. 112; BIS
(1999) 69th Annual Report p. 132; BIS (June 2001) Quarterly Review, p. 89; BIS (June 2003) Quarterly Review,

p- 99.
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Derivatives can be used to hedge against financial risks and are an important part of banks’
risk management techniques, thereby enhancing profitability and shareholder value-added.
Derivatives may also assist the bank to meet capital standards and avoid regulatory taxes,
which stem from reserve requirements and deposit insurance levies. A bank may also give
clients advice on the use of (or arrange) derivatives to hedge risks in their portfolio.

The other side of hedging is speculation on the derivatives market, with features typical
of speculation on any market. One concern is the absence of a clearing house in the OTC
markets, which could be a source of financial instability. The Group of 30° has singled
out the risks arising from OTC instruments, and called for self-regulation, with member
banks adhering to guidelines on the role of senior management, the way risk is valued and
measured, and satisfactory systems for operations, accounting procedures and disclosure.
These issues receive a more detailed treatment in Chapter 3.

2.2.2. Securitisation

The growth of securitisation has also been very rapid. The term includes the issue of bonds,
commercial paper and the sale of asset backed securities. Banks are usually involved in these
securities issues, but play an indirect role, unlike the direct intermediation identified as a
core banking activity.

Bonds and commercial paper

A bond is an agreement to pay back a specified sum by a certain date. Short-term bonds
have a maturity of up to 5 years, a medium-term bond matures in 5—15 years, while long
bonds mature after 15 years or even longer, such as the 30-year US Treasury bonds. Bonds
can be placed privately — sold privately to a group of professional investors. It is common for
a bonds issue to be handled by a syndicate of banks, with one bank acting as lead manager.
For a fee (since they incur the risk that investors don’t buy the bond), the banks underwrite
the placement of the bond on the market. Government bonds are often sold by auction.
For example, the Ministry of Finance auctions 60% of government bond issues in Japan.
Bonds can also be issued by corporations, largely in the USA, where the market is very
large. There is a weaker tradition of bond issues in Europe, though the market is growing. If
the bond is backed by security, it is known as a debenture, and a convertible bond is one that
can be converted into another instrument (e.g., another type of bond or equity). In Japan,
the falling stock market (since 1990) has meant bonds issued in 1990, to be converted
10 years later, face a situation where the conversion price is higher than the current share
price. Foreign bonds are issued by non-residents. For example, if a US company issues a
bond in the Australian market. They differ from eurobonds, which are issued by some firms
but in a market outside the country where the firm is headquartered. For example, a US
firm with headquarters in Miami may issue dollar bonds on the London market. Junk or
high yield bonds originated in the United States in the 1970s. They consist of bonds with a

3 The Group of 30 is a private organisation of senior members from banks, academia and government, concerned
with improving the understanding of global economic issues. See Group of 30 (1993, 1994).
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credit rating of less than BBB. They were used to fund some hostile takeovers in the United
States, but the market collapsed in 1990, and again after the Asian crises and Russian
default (1997, 1998). They continue to be issued from time to time.

Commercial paper, as the Goldman Sachs case study shows, dates back to the 1800s.
Corporations issue a promissory note, which agrees to repay the bearer at some specified date
in the future. The USA has outstanding commercial paper issues of more than $1 trillion,
but they have only been issued in European countries since the 1980s, and the size of the
market is much smaller, amounting to about $17 billion in the UK.

Asset Backed Securities

The issue of asset backed securities is the process whereby traditional bank assets (for
example, mortgages) are sold by a bank to a trust or corporation, which in turn sells the
assets as securities. The bank could issue a bond with the pooled assets acting as collateral,
but the credit rating of the bank is assigned to the new security, the proceeds of the bond
are subject to reserve requirements, and the assets are included in any computation of the
bank’s capital ratio.

The bank can avoid these constraints if a separate entity is established (special purpose
vehicle, SPV, or trust). The bank sells the asset pool to the SPV, which pays for the assets
from the proceeds of the sale of securities. Effectively, while the process commences in an
informal market (the bank locates borrowers and makes the loans), asset backed securiti-
sation means a large number of homogeneous loans (in terms of income streams, maturity,
credit and interest rate risks) are bundled together and sold as securities on a formal market.

The process involves the following steps.

¢ Origination: Locating the customer, usually via the bank.

o Credit analysis: Estimating the likelihood of the potential borrower paying off the loan.

¢ Loan servicing: Ensuring the debt and interest is paid off on time by the agreed schedule,
i.e., enforcing the loan contract.

e Credit support: In the event of the debtor encountering difficulties, deciding whether the
loan should be called or the debtor given a grace period until he/she can pay.

¢ Funding: Loans themselves must be financed, usually through reliance on retail/wholesale
deposits, or in the case of finance companies, borrowing from banks.

o Warehousing: Ensuring loans with similar characteristics (e.g., risk, income streams) are
in the same portfolio.

Many of the above functions continue to be performed by the bank. However, the portfolio
of loans is sold to a special purpose vehicle (trust or corporation), which engages an
investment banker (for a fee) to sell them as securities. Assets are moved off-balance sheet
provided a third party assumes the credit risk. Also, manufacturing firms with their own
finance companies (e.g., General Electric, General Motors and Ford) offer loans which
they securitise. Some banks have dropped out of the auto loan market because they cannot
obtain a large enough interest rate spread to stay in business.

Banks undertake asset backed securitisation for a number of reasons. First, they can
reduce the number of assets on the balance sheet and so boost their risk assets ratio or
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Basel capital ratio,* provided the credit risk is passed to a third party. If a bank continues
to have recourse in the process of securitising assets, then regulators will require them to
hold capital against the credit risk exposure of the OBS item. A problem could arise if
low-risk assets are securitised, which, in turn, could lower the quality of a bank’s balance
sheet. However, Obay (2000), based on a 1995 comparison of 95 securitising banks matched
with 105 non-securitising banks, could find no evidence to support the idea that banks
securitise their best assets, thereby reducing the quality of the loan book. Thus, the riskiness
of loan portfolios does not increase among the securitising banks. Obay also found that
banks engaging in securitisation have significantly lower risk-based capital ratios, which is
consistent with one motive behind securitisation by banks: it helps them comply with the
Basel capital ratio standards.

Second, asset backed securitisation raises liquidity because it frees up funding tied to
existing loans, thereby allowing new loans to be funded. An extreme case is that of the
troubled Bank of New England, which sold its credit card receivables to raise liquidity and
prevent closure.” Third, assets are made more marketable, because they can be traded on
secondary markets, unlike assets on a bank’s balance sheet which are not traded.

Finally, securities issues based on an asset pool often have a higher credit rating than the
bank holding them as loans. For example, banks often hold US government backed or US
government agency backed securities because it lowers their Basel capital requirement.

In the USA (Obay, 2000), securitisation is concentrated among a relatively small number
of US banks — the top 200 commercial banks accounted for 85% of securitisation in 1995.
Of these, five banks were involved in 60% of the securitised assets.® Of securitised assets in
the USA, 25% are credit card receivables.

Mortgage Backed Securities

The Federal National Mortgage Association (Fannie Mae) was set up in 1948 by the
government to encourage home ownership in the United States. Fannie Mae supported
saving and loans banks (S&Ls) in the USA, by buying mortgages which local (but federally
chartered) S&Ls could not fund through deposits. In 1968, the organisation was split into
Fannie Mae and Ginnie Mae (the Government National Mortgage Corporation). Ginnie
Mae is a wholly owned corporation of US government departments. It claims to have
introduced the first mortgage backed security (MBS) in 1970. Though shareholder-owned,
Fannie Mae is a US government-related agency, along with Freddie Mac (the Federal Home
Loan Mortgage Corporation), also created in 1970. Their respective charters do not say the
US government guarantees their debt but as government-sponsored enterprises, they can
expect to be bailed out.

* The Basel risk assets ratio is defined as (tier 1 4 tier 2 capital)/assets weighted for their risks. Tier 1 capital is
equity plus disclosed reserves; tier 2 capital is all other capital. International banks are asked to meet a minimum
capital ratio of 8%, that is, to back every £100, £8.00 of capital is set aside. The riskier the asset, the higher the
weight, and the more capital is needed to back it. For a detailed discussion, see Chapter 4.

> The bank failed in 1991. See Chapter 7.

6 These were MBNA America, Citibank Nevada (a subsidiary of Citigroup), Greenwood Trust, First USA and
South Dakota bank.

7 Created as part of Roosevelt’s New Deal.
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Fannie Mae and Freddie Mac share the same charters and regulation but claim to compete
with each other and to have separate business strategies. These government agencies are
subject to a number of restrictions. Mortgages must be for residential property and may
not exceed a limit of up to $332 700. Freddie and Fannie are prohibited from originating
mortgages — they must buy them from banks and S&Ls.

After the 1970 issue, MBSs grew rapidly. Currently they hold or guarantee nearly half
the US outstanding mortgages, and have close to $3 trillion in liabilities.> Their success
encouraged financial institutions to securitise commercial mortgages, mobile home loans,
credit card receivables, car loans, computer and truck leases, and trade receivables.

Collateralised Mortgage Obligations

CMOs originated in the USA in 1983 after they were introduced by First Boston and The
Federal Home Mortgage Loan Corporation. They go through the same stages as MBSs (e.g.,
origination, pooling, placement of the pooled mortgages with a SPV, etc.) until the security
reaches the investment bank. Instead of selling the MBS/ABS to investors, the investment
bank places the security as collateral in a trust, and, essentially, splits it, offering groups of
investors a series of tranches (a portion of the payments) associated with the security — a
CMO. Suppose the investment bank creates three tranches or investment classes. Each
class has fixed coupon, which may be paid monthly, quarterly or semi-annually. In addition,
the investor is holding a bond — they are owed a certain amount. Mortgagees in the pool
pay their monthly principal and interest, but there will always be some who unexpectedly
prepay (or default on) the full amount of the mortgage. The investment bank issuing the
CMO will pay out the interest owed to the first group, plus all the principal paid by the
mortgagees, including those who have prepaid. The second class of investors is also paid the
fixed interest owed, but does not get any of the principal until the first class has been paid
in full and the bond retired. Likewise for the third tranche — no principal is repaid until
the second class has been paid off in full, and the associated bond retired. The number of
tranches can vary from 3 to 30. There can also be a zero or Z-tranche, where the investor is
not paid interest” or principal until all the other classes are retired.

The CMO is an example of a pass through security: cash flows, interest and principal,
from the underlying security (e.g., a mortgage) are passed through to the investor. There
are other forms of security apart from mortgages — the generic term is collateralised debt
obligation (CDQO). A CDQO is backed by a pool of debt obligations, such as corporate loans
or structured finance obligations. Once pooled, like an MBO, they are split into a number
of security tranches, and offered to different groups of investors. The performance of the
underlying pool of debt obligations determines the payment of interest and principal, and
when the security is actually retired. They are attractive because they offer investors a
greater range of risk/return choices than the standard MBS/ABS. For example, with a MBO,
the investor can choose to incur a high degree of prepayment risk (by opting for the first

8 Sowrce: Wallison (2003).
¥ As with the coupons in other classes, a fixed interest rate is quoted but no interest paid until all the other classes
are retired.
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tranche) or very little such risk (by investing in the third class). Also, an investor in the
first class will find the security is retired relatively quickly, but the debt can be retired 20+
years later for the higher tranches.!®

Other CDOs include collateralised bond obligations (CBOs), consisting of collateralised
bonds and collateralised loan obligations (CLOs), which involve collateralised pools of
corporate loans or other credit facilities. After being pooled and turned into a security,
they are split into different investment classes or security tranches. The bank loans used
as collateral for CLOs are typically at investment grade level, whereas the CBOs are
usually a mix of investment grade and sub-investment grade, but collateralised by higher
yielding securities. CLOs originated in the 1990s and consist of a pool of investment grade
revolving/term loans, standby letters of credit and even derivatives. Unlike the original
ABS/MBS, the components of the pool can be quite diversified, and the originator remains
the owner of the underlying portfolio.

For the bank arranging them, CDOs offer a number of benefits:

o release of core capital and thus increased efficiency of the capital allocation;

e illiquid loans become liquid, tradable securities;

e investors are attracted to the bank because they can have a choice of different tranches
to meet their risk/return needs.

The tables below summarise the US data for various types of securitisation.

In 2002, the outstanding volume of US agency mortgage backed securities was
$3.2 trillion, compared to $1.5 trillion for US agency backed securities (excluding MBSs).
These can be compared to $110.9 billion for MBSs in 1980. In 1995, US ABSs were valued

US Asset Backed Securities, 2002

Type of security Value (US$bn) % of total
Credit card receivables 397.9 25.8
Home equity 286.5 18.6
Auto 221.7 14.4
CMO/CDO 234.5 15.2
Other 2154 14
Student loan 74.4 4.8
Equipment leases 68.3 4.4
Total (2002) 1543.2

Total (1995)* 316.3

* The percentage breakdown among the different ABS types was largely unchanged between 1995 and 2002.
Source: Bond Market Association (2003), Bond Market Statistics (www.bondmarkets.com).

101n the USA, a CMO with three classes: the first class bond retired in an average of 1—3 years, the third class
in about 20 years. This type of CMO is typical of the US market, where mortgage interest rates are fixed and
mortgagees can prepay the debt at any time, without penalty.
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Agency* Mortgage Backed Securities ($bn)

Volume of agency MBS Issuance of agency MBS
1980 110.9 45.6
1990 1024.4 469.8
2002 3156.6 2921.4

* Agency: Figures for GNMA, FNMA, FHMLC. Source: Bond Market Association (2003), Bond Market Statistics

(www.bondmarkets.com).

Agency* Collateralised Mortgage Obligations ($bn)

Volume of agency CMO Issuance of agency CMO
1987 0.9 0.9
1990 187.7 101.4
1995 540.9 132.6
2002 926.0 540.9

*Agency: Figures for GNMA, FNMA, FHMLC.
Source: Bond Market Association (2003), Bond Market Statistics (www.bondmarkets.com ).

at $316.3 billion, rising to $1.5 trillion by 2002. Credit card receivables had 26% of the
ABS market in 2002, followed by home equity (19%) and auto ABSs (14%). The market
share has remained largely unchanged since 1995. The CMO market grew from $0.9 billion
in 1987 to $926 billion by 2002.

Compared to the USA, the market for ABSs in Europe is relatively new and smaller.!!
In 2002, ABS issuance stood at €31.7 billion; MBS issuance was €42.5 billion. Securi-
tised assets in the UK, with by far the largest market, was €34.5 billion, virtually all
of which was MBS securities. The market leader in Europe is the Pfandbrief, which
originated in Germany'? — the first jumbo Pfandbrief (minimum of €500 million) was
issued in 1995. Unlike the standard ABS, the Pfandbrief remains on the balance
sheet of the issuing institution, and there is no prepayment risk, so the spread over
a sovereign bond will be determined by credit and liquidity issues alone. There are
two types, the Hypotheken or mortgage backed bonds and Offentliche or public sector
bonds. Most of the jumbo Pfandbriefs are backed by public sector loans. Issues were
worth €160 billion in 2002. Compare this to the value of US asset backed securities in
2002 — $1.5 trillion.!3

I ABS issues in Australia and Japan amounted to $10 and $20 billion, respectively, in 1999, according to a Merrill
Lynch report by de Pauw and Ross (2000). Although a small part of the world market share, Merrill Lynch expects
these markets to continue to grow.

12 Pfandbriefs are issued in most of the key European financial markets, including the UK, but on a much smaller
scale compared to Germany.

13 Source: Bondmarkets Online (2002).
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One key reason for the difference in size of the American and European markets is the
number of subsidies enjoyed by Ginnie Mae, Fannie Mae and Freddie Mac. First, though
the government has never provided formal guarantees, the public is under the impression
that their loan portfolios and MBSs enjoy implicit government guarantees. These agencies
do not pay state or local income taxes, and are exempt from SEC!* fees and disclosure
requirements. Their assets receive a risk-reduced risk weighting under Basel, and these
securities qualify as eligible collateral. Freddie and Fannie are regulated by the Office of
Federal Housing Enterprise Oversight (OFHEQ), avoiding the tough system of multiple
regulation faced by banks and other financial institutions in the USA.

Fannie and Freddie argue that their large share of the MBS market has reduced mortgage
rates for home owners by one-quarter to three-eighths of 1%. They purchase and hold
mortgages originated by mortgage lenders and guarantee the MBSs, which are taken to be
a government backed guarantee. It means they are assuming the credit risk associated with
loans in the MBS and loans held in their own portfolio.

Some experts advocate the withdrawal of the implicit government guarantee because
these agencies crowd out the private sector, tax-paying competitors. A study by the
Congressional Budget Office in 2002 estimated the cost of implied government backing was
about $10.6 billion per year,'> and about 40% of this goes to the managers and shareholders
of the two organisations. There are concerns over their credit and interest rate exposure,
because Freddie and Fannie, recognising that the implied guarantee means they can raise
finance more cheaply, have, in recent years, opted to profit from holding the high yield
mortgages on their own balance sheets rather than turning them into securities and selling
them on, as they have done since they were established. As a result, they hold increasing
amounts of debt in their portfolio, leaving them highly exposed in the mortgage market.
It is estimated that by 2003 they will carry over one-third of the related interest rate risk
and three-fifths of the credit risk for the mortgages they are authorised to buy. Though
derivatives are used to hedge against interest rate risk, comprehensive risk management
systems were not in place until 2002. With the sharp decline in US interest rates (2002/3),
the number of prepayments has soared as householders opt for a new mortgage at lower,
fixed rates. This has increased the mismatch between revenue from mortgage bonds and
their debt obligations.

The combined on balance sheet debt of Freddie and Fannie in 2003 was (roughly)
$1.5 trillion, which puts them in the category of “too big to fail” (TBTF). US regulators
can deem a bank to be a “systemic risk exception”.'® A bank is placed in this category
if it is thought to pose a threat to the US financial system, and will be rescued not by
taxpayers but through high risk premia paid by banks. Fannie and Freddie are not banks, so
the taxpayer may be left to bail them out. Long Term Capital Management (LTCM) was
a hedge fund, not a bank. Though its rescue in 1998 was organised by the Federal Reserve
Bank of New York, it was the banks with a vested interest in LTCM that financed it, at

14 Securities and Exchange Commission.

15 Source: “Crony Capitalism”, The Economist, 23 June 2003.

16 Part of the Federal Deposit Insurance Corporation Improvement Act (FDICIA), passed in 1991. See Chapter 5
for more detail.
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a cost of $3.6 billion. The bill will be considerably greater should Freddie and Fannie fail,
and it is unclear whether any body other than the government/taxpayer will pay.

In June 2003, Congress began formal hearings on the way Freddie and Fannie are
regulated. In the same month, the OFHEQO replaced the entire management team at Freddie
Mac after an internal audit revealed questionable practices. Earlier, the Chief Executive had
been sacked for failing to cooperate with OFHEQ regulators. The regulator has assured the
public that Freddie is not in financial difficulty, but that some of the senior staff condoned
questionable reporting of its earnings.

As was explained at length in Chapter 1, a traditional bank acts as intermediary between
depositors and lenders. As a consequence, the focus is on their banking book — management
of assets and liabilities. The growth of derivatives and securitisation has expanded the
intermediary role of some banks to one where they act as intermediaries in risk management.
In subsequent chapters, it will be observed that as banks continue to find new ways of
transferring their credit risk to non-banking financial institutions, the 21st century may
witness further changes in the traditional lending function.

2.3. The Effect of Non-interest Income on Banks’

Total Income

The rapid expansion of new forms of off-balance sheet activity means many banks are
diversifying, and as a result, non-interest income is an increasingly important source of

revenue. The ratios of net interest income and net non-interest income to gross income,
for the period 1990-99, are shown in Figures 2.1 and 2.2. Looking at the averages for the

Figure 2.1 Ratio of net interest income to gross income.
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Figure 2.2 Ratio of non-interest income to gross income.
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period, for most countries, at least two-thirds of banks’ gross income comes from net interest
income. Notable exceptions are Japan, where, on average, 97% of income comes from net
interest income, and at the other extreme, Switzerland, where net interest income makes
up only 45% of gross income. In all countries except Japan, the ratio fell over the decade,
as it had in the 1980s.

As Figure 2.2 shows, the opposite is true of non-interest income, except for Japan. Japan’s
ratio was highly volatile through the period, reflecting the decline in share values for
Japanese banks holding substantial amounts of equity. These dramatic changes explain
why non-interest income is such a tiny proportion of gross income. In other countries,
about one-third of gross income comes from non-interest income. There are exceptions: in
Switzerland it is 55%, and about 19% in Denmark. Thus, there is a slow but steady shift
towards non-interest sources of income in most countries, reflecting increased diversification
as interest margins on traditional banking products narrow, and banks seek new sources
of revenue.

Davis and Touri (2000) look at the changing pattern of banks’ income for EU countries
and the USA.!7 They report a decline in the ratio of net interest income to non-interest
income for EU states, from 2.9 in 1984-87 to 2.3 in 1992-95. The respective figures for
the USA are from 2.6 to 1.8. Italy is the main exception, where the ratio of net interest
to non-interest income rises from 2.9 in 1984—-87 to 3.7 in 1992-95. However, the source

" The study relies on two data sets: OECD data on bank profitability for banks from 28 countries in the period
1979-95 and the Fitch/IBCA Bankscope CD-ROM that provides individual bank data (e.g., balance sheet,
financial ratios) for over 10000 banks from all key industrialised countries for the period 1989-97.
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of the non-interest income varies, when it is divided into fees and commissions, profit
and loss from financial operations and “other”. In the USA and UK, the main source (in
1995) is fees and commission. For France, Italy and Austria, the “other income” source
of non-interest income is roughly as important as fees and commissions. Denmark is the
only country where profit and loss from financial operations is a key source of non-interest
income.

An important question is whether the diversification implied by the growth of non-
interest income has made banks’ total income more stable, which it should be if the
correlation between the two types of income sources is negative. In a recent paper, Wood
and Staikouras (2004) consider this issue for EU banks. They reviewed numerous studies
based on US data and concluded that they produce mixed findings. For example, Gallo
et al. (1996) found profitability increased in those banks with a high proportion of mutual
fund assets managed relative to total assets. Other studies showed diversification increased
profit stability.

Sinkey and Nash (1993) showed that specialising in credit card lending (often generating
fee income through securitisation) gave rise to higher but more volatile income compared
to banks undertaking more conventional activities. According to Demsetz and Strahan
(1995), even though bank holding companies tend to diversify as they get larger, this does
not necessarily reduce risk because these firms shift into riskier activities and are more
highly leveraged. Lower capital ratios, larger loan portfolios (especially in the corporate
sector) and the greater use of derivatives offset the potential gains from diversification. De
Young and Roland (1999) reported that as banks shift towards more fee-earning activities,
the volatility of revenues, earnings and leverage increases.

Staikouras and Wood (2001) looked at a large “balanced” sample of 2655 EU credit
institutions!® for the period 1994—98. It excludes “births and deaths” and any bank that
does not report data for the whole period. A larger unbalanced sample includes these other
banks, and runs for the period 1992-99, with gaps in some data. Data are from commercial
banks, savings banks, coops and mortgage banks (UK building societies). The authors found
the composition of non-interest income to be heterogeneous, consisting of the following.

e Traditional fee income: intermediary service charges (deposit, chequing, loan arrange-
ments), credit card fees and fees associated with electronic funds transfer, trust and fund
management, and global custody services.

o Newer sources of fee income: securities brokerage, municipal securities, underwriting, real
estate services, insurance activities.

e Fee income from off-balance sheet business such as loan commitments, note issuance
facilities, letters of credit and derivatives.

o Management consulting.

¢ Data processing or more generally, back office work.

o Securitisation.

e Proprietary trading.

18 See table 13 of Davis and Touri (2000).
19 “Credit institution” is the official European Commission term given to all institutions that take deposits and
make loans.
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The authors reported non-interest income has increased in relative importance compared
to interest income. With few exceptions, throughout the period 1994—98 there is a decrease
in the level of interest income as a percentage of total assets, with a corresponding increase
in non-interest income. They found the proportionate increase in non-interest income
corresponded with a decline in profitability, suggesting the growth in non-interest income
sources did not offset the fall in the net interest margin, and/or operating costs for the new
activities were higher.

Using measures of standard deviation, Staikouras and Wood (2001) show that through
the 1990s the variability of non-interest income increases. In Germany and France, non-
interest income was found to be more volatile (measured by standard deviation, SD) than
net interest income, but this did not appear to be the case for the other countries: Austria,
Belgium, Denmark, Finland, Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal,
Spain, Sweden and the UK. However, using the coefficient of variation,?® the variability of
non-interest income is almost always larger than that for net interest income.

For several countries, a positive correlation between interest and non-interest income
was found, suggesting that income diversification may not result from expanding into
non-interest income activities. The combined findings of a higher correlation between the
two income sources, the rise in the proportion of non-interest income and the greater
volatility of non-interest income suggests the diversification may have increased the overall
variability of EU banks’ income.

Overall, the increased emphasis on non-interest income means the operational and
strategic risks of the banks will increase. Their findings support the view that there should
be specific capital requirements for several categories of risk, not just credit and market risks.

Using return on equity (ROE) as the measure of profitability, Davis and Tuori (2000)
show that for the EU, average bank ROE declined between 1984—87 and 1992-97, from
0.15 to 0.08. The UK bucks the EU trend (rising from 0.18 to 0.21) and ROE rises in
the USA, from 0.11 to 0.20. Thus, in a period where the ratio of non-interest income to
income rose, profitability has declined — the UK and the USA being notable exceptions.
Davis and Touri report a negative correlation between interest and non-interest income
for Germany, France, Greece and Luxembourg. For banks in these countries, it appears
that diversification into non-interest income sources should help banks in periods when
margins are narrow. For example, in a regime of falling interest rates, when margins tend
to narrow, banks in these countries could expect to sustain profitability by selling bonds
and other assets. French and German banks have substantial shareholdings in non-financial
commercial concerns, and falling interest rates (when margins tend to narrow) are often
associated with rising equity prices. For the EU as a whole, the correlation is positive (0.08),
as it is for the UK (0.45) and USA (0.5). A correlation close to 0.5 is consistent with the
Staikouras and Wood finding: diversification may well be associated with an increase in the
volatility of banks’ income and profits.

Econometric work by Davis and Tuori showed that for the USA, UK, Germany, Spain,
Italy and Denmark, and the EU as a whole, the larger the bank, the more dependent it

20 The coefficient of variation is defined as standard deviation of a distribution/mean (M), multiplied by 100, i.e.
(SD/M) x (100). It is used as a measure of relative dispersion, when two or more distributions have significantly
different means or they are measured in different units.
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is on non-interest income. They also find a strong positive relation between non-interest
income and the ratio of cost to income. The positive relationship is likely explained by the
need for more highly trained, costly staff to generate non-interest income, compared to the
traditional core activities.

2.4. Global Markets and Centres

International banking is a logical extension of domestic banking, and will include diversi-
fication away from the traditional core activities. However, before exploring this topic in
detail, it is useful to provide a sketch of the international financial markets.

2.4.1. International Financial Markets

In economics, a market is defined as a set of arrangements whereby buyers and sellers come
together and enter into contracts to exchange goods or services. An international financial
market works on exactly the same principles. Financial instruments and services, which
include diverse items such as currencies, private banking services and corporate finance
advice, are traded internationally, that is, across national frontiers.

Below, the different types of global financial markets and key international financial
centres are identified, followed by a discussion of the different ways of classifying markets,
and how imperfections and trade impediments affect market operations.

Financial markets are classified by several different criteria as follows.

1. The markets are global if instruments and services are traded across national frontiers
and/or financial firms set up subsidiaries or branches in different national markets. For
example, while the trade in futures for pork bellies is global, the actual buying and selling
of pork bellies themselves is likely to be confined to national or even local markets.
Wholesale banking (banking services offered to the business sector) might include
international trade of financial instruments on behalf of a client, or the establishment
of branches and subsidiaries of the financial firm in other financial centres, to enable it
to better assist home clients with global operations, and to attract new clients from the
host and other countries.

2. The maturity of the instruments being traded. Maturity refers to the date when a financial
transaction is completed. For example, any certificate of deposit that repays its buyer
within a year is classified as a short-term financial instrument. If a bank agrees to an
international loan to be repaid in full at some date that exceeds a year, it is a long-term
asset for the lender; a liability for the borrower. Sometimes, an instrument is designated
medium-term if it matures between 1 and 5 years. Short-term claims are normally traded
on money markets, and long-term claims (bonds, equities, mortgages) are usually traded
on capital markets.

3. Whether the instruments are primary or secondary. A primary market is a market for
new issues by governments or corporations, such as bonds and equities. An example
would be initial public offerings (IPOs) of shares in firms. Securities that have already
been issued are traded on secondary markets. Financial institutions are said to be market
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makers if they buy/sell (“make markets”) in existing bonds, equities or other securities;
they are acting as intermediaries between buyers and sellers.

4. How the instrument is traded. In the past, almost all instruments were traded in a
physical location, a trading floor. However, the advent of fast computer and telephone
links means almost all instruments, including derivatives, equities and bonds, are traded
electronically, without a physical floor. One notable exception is the New York Stock
Exchange where, through “open outcry”, equities are traded on the floor of the exchange.
It is also common to observe these traditional methods in some of the developing and
emerging markets.

Key international financial markets

In the new millennium, nearly all financial markets in the main industrialised economies are
international. The main exceptions are retail banking markets and personal stockbroking,
but even here there are some global features. Obtaining foreign exchange for holiday makers
is a long-established international transaction, and now debit cards issued by banks may be
used world-wide, allowing customers to withdraw cash in a local currency. Some foreign
banks, if permitted by the authorities, are expanding into retail markets, though currently
these institutions tend to offer a few niche products and/or target high net worth individuals.
In Europe, under the Second Banking Directive (1989, effective 1993), approved credit
institutions from one EU country can set up banks in any other EU state and undertake
a list of approved activities they offer in their home state. In 2000, the Financial Services
Action Plan was launched, to bring about the integration of financial markets by 2005.
Likewise, personal customers effectively invest in foreign shares by buying or selling unit
trusts (mutual funds), which include shares in foreign firms. Some financial firms hoped to
use internet technology to enter established financial markets rather than physical locations
or branches, but this option is proving more difficult than was first envisaged.?!

There are several reasons why most financial markets are global. First, investors are able to
spread risks by diversification into global markets to increase portfolio returns. A bigger pool
of funds should mean borrowers are able to raise capital at lower costs. With an increased
number of players, competition is increased. Funds can be transferred from capital-rich to
capital-deficient countries. Hence, global markets bring about a more efficient distribution
of capital at the lowest possible price.

At the same time, there are impediments to free trade in global financial markets — they
are by no means perfect. Market imperfections are caused by the following factors.

1. Differences in tax regimes, financial reporting and accounting standards, national
business cycles, and cultural and taste differences.

2. Barriers to free trade including tariffs (e.g., governments imposing higher taxes on
domestic residents’ income from foreign assets), non-tariff barriers (e.g., restricting the
activities of foreign financial firms in a given country), and import or export quotas (e.g.,
nationals are prohibited from taking currency out of the country).

21 For a more detailed discussion of the EU, see Chapter 5 .
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3. Barriers to factor mobility, such as capital controls, or restrictions on the employment of
foreign nationals.

4. Asymmetric information, when one party to a financial contract has more information
relevant to the contract than the other agent. For example, borrowers typically have
more information than lenders on their ability to repay, which can cause a bank to make
inappropriate lending decisions. The problem is more pronounced in the case of foreign
loans if it is more difficult to obtain information on prospective foreign borrowers. Banks
try to counter the problem by restricting the size of loans, requiring a potential borrower
to obtain a minimum score on a credit risk check list, and so on. More generally,
the greater the transparency in a financial market, the more efficient it is. Imperfect
information is a central cause of inefficient financial markets.

The main financial markets are listed below.

Money markets (maturity of less than 1 year)

Money markets consist of the discount, interbank, certificate of deposit and local (municipal)
authority and eurocurrency markets. The eurocurrency and interbank markets are wholly
international, whereas the other markets listed are largely domestic. In the 1950s, the Soviet
Union used the Moscow Narodny bank in London for US dollar deposits. The euromarket
grew out of the eurodollar market later in the 1950s, after US regulators imposed interest rate
ceilings on deposits and restrictions on US firms using dollars to fund the establishment of
overseas subsidiaries. This increased the use of eurodollar deposits and loans in London, with
funding from US investors wishing to escape US domestic deposit rate ceilings. Likewise,
in other countries with exchange and other capital controls, eurocurrency markets were
a way of getting around them. Although many of these regulations have long since been
abandoned, the euromarkets continue to thrive. Interbank markets exist because, at the
end of a trading day, banks may find themselves long on deposits or short on loans. The
interbank market allows surplus banks to make overnight deposits at other deficit banks.

Currency markets

The foreign exchange markets are, by definition, global, consisting of the exchange of
currencies between agents. As demand for the currency rises relative to all other currencies,
it is said to be appreciating in value; depreciating if the reverse is true. This topic is
mentioned for completeness. It is discussed elsewhere in specialised texts and courses, and
for this reason is not analysed here.

Stock markets

Stock markets are part of the capital markets (maturity in excess of 1 year), as are the bond
and mortgage markets. The mortgage market remains largely domestic and is not discussed
here. Stocks purchased on these markets help diversify investor portfolios. Portfolio risk is
thereby reduced, provided the correlation between stock returns of different economies is
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lower than that of a single country. Institutional investors and pension fund managers (if
permitted), managing large funds, are likewise attracted to foreign shares.

The growth of global unit trusts or mutual funds has also increased the demand for
foreign equity. Fund managers select and manage the stocks for the trust/fund, using
their (supposedly) superior information sets compared to the majority of individuals. Also,
transactions costs are lower than they would be with an independent set of investments.

The euroequities market has grown quite rapidly in recent years, and caters to firms
issuing stocks for sale in foreign markets. Investment banks (many headquartered in New
York) underwrite the issues, which, in turn, are purchased by institutional investors around
the world. Secondary markets for these foreign issues normally emerge.

Firms issue equity on foreign stock markets for several reasons.

e To increase their access to funds without oversupplying the home market, which would
depress the share price. Foreign investors, with a different information set to home
investors, may also demand the stock more.

¢ To enhance the global reputation of the firm.

o To take advantage of regulatory differences.

¢ To widen share ownership and so reduce the possibility of hostile takeovers.

e To ensure that their shares can be traded almost continuously, on a 24-hour basis.

e Funds raised in foreign currencies can be used to fund foreign branches or subsidiaries
and dividends will be paid in the currency, thereby reducing the currency exposure of a
multinational enterprise.

However, foreign equity issues are not without potentially costly problems. First, foreign
equity investments may expose some investors to currency risk, which must be hedged.
Second, to list on a foreign exchange, a firm must comply with that country’s accounting
rules, and there can be large differences in accounting standards. For example, German firms
have found it difficult to list and trade shares on the New York Stock Exchange because
accounting rules are so different in the two countries. Attempts to agree on common
accounting standards made little progress for over 30 years, but the problem may be largely
resolved if new IAB standards are adopted by 2005 (see Chapter 5), which will make it
much easier for firms to list on foreign exchanges. Third, governments often restrict the
foreign equity share of managed funds; these regulations tend to apply, in particular, to
pension funds.

With the dawn of the new century, a number of important changes are occurring in
stock markets around the globe. A major change in the equity markets is the merger or
alliance of stock exchanges in an attempt to offer 24-hour global trading in blue chip
firms. In the United States, the trend has gone still further: electronic broker dealers have
become exchanges in themselves and have applied to be regulated as such. To quote the
Chairman of NASDAQ (taking its name from its parent, the National Association of
Securities Dealers and the “alternative” US stock exchange for technology and new high
growth firms), “in a few years, trading securities will be digital, global, and accessible 24 hours
a day” ** NASDAQ itself merged with the American Stock Exchange in 1998 and is also
affiliated with numerous exchanges, for example, in Canada and Japan.

22 The Economist, 3/02/01, p.102.
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However, European stock exchange mergers are in a state of flux, due partly to the
failure to integrate European cross-border payments and settlements systems. The cost of
cross-border share trading in Europe is 90% higher than in the USA, and it is estimated
that a central counterparty clearing system for equities in Europe (ECCP) would reduce
transactions costs by $950 million (€1 billion) per year.”> The cost savings would come
primarily from an integrated or single back office. With a single clearing house, acting as an
intermediary between buyers and sellers, netting is possible, meaning banks could net their
purchases against sales, reducing the number of transactions to be settled and therefore
the amount of capital to be set aside for prudential purposes. The plan is backed by the
European Securities Forum, a group of Europe’s largest banks.

The existence of EU state exchanges is increasingly an anachronism with the introduction
of asingle currency. London is in the unusual position of being the main European exchange,
even though the UK is outside the eurozone. There are plans to create a pan European
trading infrastructure (to include common payment and settlement facilities) for the large,
most heavily traded European stocks. It would involve an alliance among the 6 key euro
exchanges, together with Zurich and London.

Like the eurocurrency markets, the emergence of the eurobond markets was a response
to regulatory constraints, especially the imposition of withholding tax on interest payments
to non-resident holders of bonds issued in certain countries. For example, until 1984,
foreign investors purchasing US bonds had to pay a 30 per cent withholding tax on
interest payments. Financing subsidiaries were set up in the Netherlands Antilles, from
which eurobonds were issued and interest payments, free of withholding tax, could be made.
Investment banks are the major players in the eurobond markets. Many are subsidiaries of US
commercial banks which were prohibited, until recently?* from engaging in these activities
in the USA. Normally a syndicate of investment banks underwrites these bond issues.

Repos or repurchase agreements have grown in popularity over the last decade. A bond
or bonds are sold with an agreement to buy them back at a specified date in the near future
at a price higher than the initial price of the security, reflecting the cost of funds being used,
and a risk premium, should the seller default. Thus, a repo is equivalent to a collateralised
loan with the securities acting as collateral but still owned by the borrower, that is, the
seller of the repo.

Another important trend in the bond markets is the reduced issue of debt by key central
governments, shifting borrowing activity to the private sector. It means the traditional
benchmarks (e.g. government bond yields) are less important, leaving a gap which has not

been filled.

2.4.2. Key Financial Centres: London, New York and Tokyo

London, New York and Tokyo are the major international financial centres. Among these,
London is pre-eminent, because most of the business conducted in the City of London is
global. The London Stock Exchange has, since 1986, allowed investment houses based in

3 Source: The Economist, 20/01/01, p. 90.
24 The creation of section 20 subsidiaries and the Gramm Leach Bliley Act (1999) have partly ended the separation
between US investment and commercial banks.
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New York and Tokyo to trade in London, meaning one of the three exchanges can be used
to trade equity on what is nearly a 24-hour market.

Compared to London, the activities of financial markets in Tokyo and New York are more
domestic. Though London’s falling share of traditional global intermediation is associated
with the general decline in direct bank intermediation, there is a great deal of expansion in
markets for instruments such as euroequities, eurocommercial paper and derivatives.

Competitiveness: Key Factors

An important question is: what are the factors that make a centre competitive? A survey of
experts undertaken by the CSFI (2003)? identified six characteristics considered important
to the competitiveness of a financial centre. The score beside each attribute is based on a
scale of 1 (unimportant) to 5 (very important).

o Skilled labour: 4.29

o Competent regulator: 4.01

¢ Favourable tax regime: 3.88

¢ Responsive government: 3.84

o A “light” regulatory touch: 3.54

o Attractive living/working environment: 3.5

Using the characteristics listed above, respondents were then asked to rank four centres,
London, New York, Paris and Tokyo, on a scale of 1 to 5. London or New York placed first
or second in all but the environment attribute, where Paris came first. From these figures it
was possible to derive an index of competitiveness,?® where 1 is least competitive and 5 is
most competitive. The scores were as follows.

e New York: 3.75
London: 3.71

e Paris: 2.99

o Frankfurt: 2.81

London comes a very close second to New York, and the slight difference is mainly due to
London’s third place position in terms of working/living environment. There were concerns
about transport, housing and health care.

Looking at figures on market share in a number of key financial markets (Table 2.2),
London appears to be a leading centre. Ignoring the “other” category, which is the rest of
the world, the UK has the highest market share for most activities listed in the table, the
exceptions being fund management, corporate finance and exchange traded derivatives,

35727 questionnaires were sent out to banks, insurance firms, fund managers, professional firms and other
institutions. There were 274 responses (38%) all with offices in “the City” — 55% were headquartered in other
countries. For more detail on the methodology, see Appendix 1 of CSFI (2003).

26 Once the six key characteristics were identified, respondents were asked to score each city by these features, and
the scores were weighted by the importance attached to each attribute.
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Table 2.2 Market share—Key Financial Markets (% share)

% Share UK USA Japan France Germany Other
Cross-border bank lending 19 9 9 6 10 47
Foreign equities turnover 56 25 na na 5 36
FOREX dealing
Derivatives turnover
Exchange traded 6 30 3 6 13 42
OTC 36 18 3 9 13 21
International bonds
Primary 60 na na na na na
Secondary 70 na na na na na
Insurance net premium income
Marine 19 13 14 5 12 37
Aviation 39 23 4 13 3 18
Fund management 8 51 10 4 3 24
Corporate finance 11 60 2 2 3 15

Source: CSFI (2003), Appendix 3 and CEBR (table 2-2, 2003) for fund management (stock of managed assets)
and corporate finance (proxied by total M&As). All figures are for 2001or 2002; except insurance — 1999. na:
not available.

areas where the USA has a leading position. Compared to 1995, London’s position remained
roughly unchanged in most categories, though it did lose about 6% in some market shares in
foreign equity turnover (6%), exchange traded derivatives (6%) and insurance. Its market
share for OTC derivatives increased by 9%.

Since monetary union, London’s percentage share of cross-border euro-denominated
claims has risen by 4% since 1999, bringing it to 25% in 2001. The respective figures for
Frankfurt, Paris, Luxembourg and Switzerland are 20%, 12%, 9% and 7%. London’s net
exports of financial services (1997) stood at $8.1 billion, followed by Frankfurt ($2.7 billion),
New York ($2.6 billion), Hong Kong ($1.7 billion) and Tokyo ($1.6 billion).

Tokyo’s position as an international financial centre has declined in the 1990s. During
the 1980s the trading volumes on the New York and Tokyo stock markets were roughly
equal but by 1996, Tokyo’s volume was only 20% of New York’s, with 70% fewer shares
traded. Some of this decline is explained by Japan’s recession, but other figures support the
idea that the Tokyo stock market is no longer as important as it was. In London, 18% of
Japanese shares were traded in 1996, compared to 6% in 1990. Singapore conducts over
30% of Japanese futures trades. In the first half of the 1990s, the number of foreign firms
with Tokyo listings fell by 50%.

Table 2.3 shows London as the key international centre if measured by the number of
foreign financial firms. Though Frankfurt briefly overtook London in 1995, by 2000, the
numbers had declined quite dramatically, as they had in Japan, suffering from a recession
which has lasted over a decade, and hit its financial sector particularly hard. After European
laws on the transfer of deposits around Europe were eased, London gained from the
consolidation of foreign operations, at the expense of Frankfurt.
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Table 2.3 Number of Foreign Financial Firms in Key Cities

London New York Tokyo Frankfurt
1970 181 75 64 na
1975* 335 127 115 na
1985** 492 326 170 na
1995 450 326 160 560
2000 315 250 118 104

* Big Bang, New York.

** Big Bang, London in 1986.

Sources: Tschoegal (2000), p. 7 and The Banker for the early years. Terry Baker-Self, Research Editor at The Banker
kindly supplied the 2000 figures.

Frankfurt is hoping to usurp London’s leading position. There is a trivial time zone
difference of just one hour, and the European Central Bank is located in Frankfurt,
making it the heart of Euroland. However, the powerful Federal Reserve Bank is located in
Washington, but this did not stop New York from emerging as the key financial centre in the
North American time zone. London leads Frankfurt in terms of size of employment in the
financial sector, the volume of turnover and the ability of London to innovate to meet the
needs of its global clients. As Tables 2.2 and 2.3 show, Frankfurt has some way to go before
it knocks London from its financial perch. The major challenge for Frankfurt is to turn itself
into a key financial cluster, a phenomenon observed in the other international centres.

Clustering

It is argued that clustering is the main explanation for the competitive success of a financial
centre. Porter (1998) defines a cluster as geographical concentrations of interconnected-
firms, specialist suppliers of goods and services, and firms in related industries. Cluster-
ing is made possible and sustained by the availability of factor inputs, such as capital,
labour and information technology, the demand for the financial instrument/service, firm-
specific economies of scale (in some cases) and external economies arising from the
operation of related institutions in the same location, which can reduce some costs of
information gathering.

Financial firms want to locate with other related financial institutions for a number of
reasons. These include the following.

1. Thick labour markets may be of particular importance for the financial sector. Marshall
(1860/1961) showed the benefits of producers sharing specialised inputs. In the financial
sector these include legal, accounting, information technology and executive search
skills, among others. Individuals can invest in human capital skills and firms can employ
them more quickly. A mix of mathematics and physics PhDs with bankers illustrates the
more general point that a diversity of knowledge concentrated in one place will speed
up innovation.
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2. In a sector where information is an important component of competitive advantage,
external economies may be created from the nearby operation of related institutions,
which reduces the cost of information gathering. For example, Stuart (1975) argued that
firms producing similar but not identical products will reduce search costs for buyers, and
therefore increase the size of sellers’ markets.

3. Defensive strategy: firms may enter the home market of rivals because it is easier to react
to their competitors’ actions, which could challenge their profitable operations.

4. Some services require face-to-face contact. Walter and Saunders (1991) reported a
costly error made by an investment bank when it moved its corporate finance team
to the suburbs of New York. Prospective clients looking for an investment bank
confined their search to New York’s financial district, unwilling to use time to travel
to the suburbs. Tschoegal (2000) argues that the type of legal system can influence
the attractiveness of a centre. Countries such as the USA and UK use contract law,
which facilitates financial innovation more than civil law systems. In common law, it
is taken that an action is permitted if not explicitly forbidden; but the opposite is true
in countries (e.g. Japan) with a system of codified law. Tschoegal notes the need for
financial legal expertise, and cites a study of 47 countries by La Porta et al. (1997), where
a direct link was found between common law countries and the development of capital
markets. Rosen and Murray (1997) found a preference for financial transactions based
on US or UK law.

5. Joint services, including clearing houses, research institutions, specialised degree courses
and sophisticated telecommunications®’ systems, improve the flow of information, ease
access to knowledge and make the centre more attractive.

6. Political stability and a reputation for liberal treatment of financial markets with, at the
same time, sufficient regulation to enhance a centre’s reputation for quality.

All of the above points mean every financial firm in the cluster enjoys positive externalities.
Each firm benefits from the proximity of the others. Once established, such positive
externalities reduce the incentive to locate elsewhere, even if operating costs appear to be
lower. Pandit et al. (2001) report that financial service firms have a higher than average
growth rate if they locate in a cluster, and a disproportionately large volume of firms will
locate in a cluster.

Taylor et al. (2003) identified four clusters of London financial firms. The first was a highly
integrated group of banks, insurance, law and recruitment firms located in the “City”, with
Canary Wharf viewed as an extension of it, a less cohesive sector in the West End of London,
a law cluster in the “City” and the West End, and a more general cluster immediately north
of the “City”, with architecture and business support firms. The authors identified a number
of benefits for financial firms locating in London, which are consistent with the points made
above. These include having a “credible” address, proximity to customers, skilled labour
and professional/regulatory organisations, access to knowledge, and wider attractions such
as a cosmopolitan atmosphere, arts, entertainment and restaurants. The main disadvantages

27 Tan and Vertinsky (1987) report a survey of bankers which showed they thought excellent communication
links with the rest of the world were crucial to the success of an international financial centre.
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were property costs, poor transport infrastructure and government-related problems such as
increases in taxation, onerous regulation and lack of policy coordination.

Offshore centres

Offshore financial centres are primarily concerned with global financial transactions for
on-residents; nationals are usually prohibited from using these services. Some centres (for
example, Switzerland and Hong Kong) are “offshore” because foreign banks locate there to
avoid certain national regulations and taxation, thereby reducing the costs of raising finance
or investing. Other centres such as the Grand Cayman Islands, Guernsey and Bermuda go
further and exempt global activities of registered firms from all taxes and regulations.

Recently there has been pressure for these centres to come into regulatory line by
eliminating exemptions. It is argued that they attract very high net worth private clients
and the large multinationals. As a result, legitimate centres lose business and tax revenues,
which in turn raises the tax burden for smaller firms and average net worth individuals.
Some centres offering clients a high degree of secrecy (as opposed to confidentiality, where
official regulators are given access to client files) are accused of encouraging the growth of
money laundering rather than legitimate business and finance. In the wake of 11 September
2001, a few have come under special scrutiny because they are thought to harbour terrorist
funds; all are under pressure to freeze the assets of any account thought to be linked to
terrorist organisations.

The Financial Stability Forum (FSF, for the G-8 finance departments) has called for the
IMF to offer international financial policing, and for sanctions to be applied to offshore
centres with tax regimes that can undermine the fiscal objectives of the major industrialised
countries and/or allow money laundering. Switzerland has been one proactive centre,
suspending secrecy laws which had protected clients. Other offshore centres are fighting
back, arguing that as very small fish in the global economic pond, their views will never
be properly represented by organisations such as the IMF, OECD or FSF. Williams (2000)
and Francis (2000), governors of the central banks of Barbados and Bahamas, respectively,
put forward convincing arguments that they have, through due diligence and careful
regulation, granted offshore licences to high quality financial firms which are seeking out
tax-efficient regimes for their clients rather than engaging in anything illegal.

2.5. International Banking

International banking has been singled out for special attention because although its origins
date back to the 13th century, there was a rapid increase in the scale of international banking
from about mid-1975 onward. The main banks from key western countries established an
extensive network of global operations.

There are varying opinions as to what constitutes an international bank. For example, a
bank is said to be international if it has foreign branches or subsidiaries. Another alternative
definition is by the currency denomination of the loan or deposit — a sterling deposit or loan
by a UK bank would be “domestic”, regardless of whether it was made in Tokyo, Toronto
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or Tashkent. A third definition is by nationality of customer and bank. If they differ, the
bank is said to be international. All of the above definitions are problematic. To gain a
full understanding of the determinants of international banking, it is important to address
two questions.

1. Why do banks engage in the trade of international banking services; for example, the
sale of foreign currencies? Below, it is argued that the trade in global banking services is
consistent with the theory of comparative advantage.

2. What are the economic determinants of the multinational bank, that is, a bank with
cross-border branches or subsidiaries? Multinational banking is consistent with the
theory of the multinational enterprise.

2.5.1. International Trade in Banking Services

Comparative advantage is the basic principle behind the international trade of goods
and services. If a good/service is produced in one country relatively more efficiently than
elsewhere in the world, then free trade would imply that, in the absence of trade barriers,
the home country exports the good/service and the COUNTRY gains from trade.

Firms engage in international trade because of competitive advantage. They exploit
arbitrage opportunities. If a firm is the most efficient world producer of a good or service,
and there are no barriers to trade, transport costs, etc., this firm will export the good from
one country and sell it in another, to profit from arbitrage. The FIRM is said to have a
competitive advantage in the production of that good or service.

If certain banks trade in international banking services, it is best explained by appealing to
the principle of competitive advantage. Banks are exploiting opportunities for competitive
advantage if they offer their customers a global portfolio diversification service and/or
global credit risk assessment. The same can be said for the provision of international money
transmission facilities, such as global currency/debit/credit facilities. Global systems/markets
that facilitate trade in international banking services are discussed below.

The International Payments System

A payments system is the system of instruments and rules which permits agents to meet
payment obligations and to receive payments owed to them. It becomes a global concern if
the payments system extends across national boundaries. Earlier, the payments systems (or
lack thereof) for the UK, USA and EU were discussed. The payments systems of New York

and London take on global importance because they are key international financial centres.

The Euromarkets

The eurobond and euroequity markets were discussed earlier in this chapter. However, their
contribution to the flow of global capital is worth stressing. Prior to their development,
foreign direct investment was the predominant source of global capital transfers between
countries. The euromarkets enhanced the direct flow of international funds.
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The Interbank Market

Used by over 1000 banks in over 50 different countries, the growth of interbank claims has
been very rapid. In 1983, total interbank claims stood at $1.5 trillion, rising to $6.5 trillion
by 1998 and, early in the new century, $11.1 trillion, with interbank loans making up
over half of this total. Among the developed economies, cross-border lending in the
first quarter of 2001 reached an all time high of $387.6 billion, a 70% increase over the
previous quarter.”® On the other hand, banks continued to reduce their claims in emerging
economies, especially Turkey and Argentina.

Interbank trading in the euromarkets accounts for two-thirds of all the business transacted
in these markets. The interbank market performs six basic functions.

1. Liquidity smoothing: banks manage assets and liabilities to meet the daily changes in
liquidity needs. Liquidity from institutions with a surplus of funds is channelled to those
in need of funds.

2. Global liquidity distribution: excess liquidity regions can pass on liquidity to regions

with a liquidity deficit.

Global capital distribution: deposits placed at banks are on-lent to other banks.

4. Hedging of risks: banks use the interbank market to hedge exposure in foreign currencies
and foreign interest rates. With the emergence of the derivatives markets, the role
expanded, giving banks tools to manage market risk.

5. Regulatory avoidance: reduce bank costs by escaping domestic regulation and taxation.

6. Central banks use the interbank markets to impose their interest rate policies.

e

While the emergence of the euromarkets and interbank markets has been instrumental
in changing the way capital flows around the world, there is concern that the interbank
market exacerbates the potential instability arising from contagion effects. However, Furfine
(1999), using simulations, found the risk to be very small. On the other hand, Bernard
and Bisignano (2000) identify a fundamental dilemma with the interbank market. Implicit
central bank guarantees are necessary to ensure the liquidity of the interbank market,
but one consequence is moral hazard because lending banks have less incentive to
scrutinise borrowers.

2.5.2. Portfolio Diversification

Another reason why firms engage in international banking is to further diversify their
portfolios. Canadian banks are a case in point. The major Canadian banks increased the
foreign currency assets from the end of World War II on, so that by the early 1990s,
international assets accounted for 32% of Canadian bank assets; 80% of these assets are
held by the big five.?” A bank undertakes international lending for one of two reasons. First,
to increase external returns and second, to diversify portfolios and reduce risk. In a study of

28 Source: Bank for International Settlements, Quarterly Review, various issues.
2 Royal Bank of Canada, Bank of Nova Scotia, Canadian Imperial Bank of Commerce and Toronto Domin-
ion Bank.
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Canadian banks over the period 1978-85, Xu (1996) uses a mean variance framework to
test why banks diversify their assets internationally. He finds that Canadian banks diversify
to reduce risk (variance), thereby increasing the stability of their asset returns. Making
international loans meant the banks could reduce the systematic risk arising from operating
in a purely domestic market.

2.5.3. The Multinational Bank

A multinational enterprise (MNE) is defined as any firm with plants extending across
national boundaries. A multinational bank (MNB) is a bank with cross-border representative
offices, cross-border branches (legally dependent) and subsidiaries (legally independent).
Multinational banks are not unique to the post-war period. From the 13th to the 16th
centuries, the merchant banks of the Medici and Fugger families had branches located
throughout Europe, to finance foreign trade. In the 19th century, MNBs were associated
with the colonial powers, including Britain and, later on, Belgium, Germany and Japan. The
well-known colonial MNBs include the Hong Kong and Shanghai Banking Corporation
(HSBC), founded in 1865 by business interests in Hong Kong specialising in the “China
trade” of tea, opium and silk. By the 1870s, branches of the bank had been established
throughout the Pacific basin. In 1992, the colonial tables were turned when HSBC acquired
one of Britain’s major clearing banks, the Midland Bank, and HSBC moved its headquarters
from Hong Kong to London, in anticipation of Hong Kong’s transfer from colonial status,
and its return to China in 1997.

The National Bank of India was founded in 1863, to finance India’s export and import
trade. Branches could be found in a number of countries trading with India. The Standard
Bank was established in 1853 specialising in the South African wool trade. Headquartered
in London, it soon expanded its activities to new developments in South Africa and Africa
in general. Presently it is known as the Standard Chartered Bank, and though it has a
London head office, its UK domestic business is relatively small. By 1914, Deutsche Bank
had outlets around the world, and German banks had 53 branches in Latin America.
The Société Générale de Belgique had branches in the Belgian African colonies, and the
Mitsui Bank established branches in Japanese colonies such as Korea. Known as “colonial”
commercial banks, their primary function was to finance trade between the colonies and
the mother country. Branches were normally subject to tight control by head office. Their
establishment is consistent with the economic determinants of the MNE, discussed earlier.
Branches meant banks could be better informed about their borrowers engaged in colonial
trade. Since most colonies lacked a banking system, the banks’ foreign branches met the
demand for banking services among their colonial customers.

A number of multinational merchant banks were established in the 19th century, such
as Barings (1762) and Rothschilds (1804). They specialised in raising funds for specific
project finance. Rather than making loans, project finance was arranged through stock sales
to individual investors. The head office or branch in London used the sterling interbank
and capital markets to fund projects. Capital importing countries included Turkey, Egypt,
Poland, South Africa, Russia and the Latin American countries. Development offices
associated with the bank were located in the foreign country. Multinational merchant
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banks are also consistent with the economic determinants of the MNE. Their expertise
lay in the finance of investment projects in capital-poor countries; this expertise was
acquired through knowledge of the potential of the capital importing country (hence the
location of the development offices) and by being close to the source of supply, the London
financial markets.

There was a rapid expansion of American banks overseas after the First World War. In
1916 banks headquartered in the USA had 26 foreign branches and offices, rising to 121 by
1920, 81 of which belonged to five US banking corporations. These banks were established
for the same purpose as the 19th century commercial banks, to finance the US international
trade and foreign direct investment of US corporations, especially in Latin America. In the
1920s, these banks expanded to Europe, in particular Germany and Austria. By 1931, 40%
of all US short-term claims on foreigners were German.

A few American and British banks established branches early in the 20th century,
but the rapid growth of MNBs took place from the mid-1960s onwards. As expected,
the key OECD countries, including the USA, UK, Japan, France and Germany, have
a major presence in international banking. Swiss banks occupy an important position in
international banking because the country has three international financial centres (Zurich,
Basel and Geneva), the Swiss franc is a leading currency, and they have a significant volume
of international trust fund management and placement of bonds. The Canadian economy
is relatively insignificant by most measures but some Canadian banks do have extensive
branch networks overseas, including foreign retail banking; they are also active participants
in the euromarkets.

Locational efficiency conditions’ in a given country are a necessary but not sufficient
condition to explain the existence of MNEs. Locational efficiency is said to exist when a
plant is located in a certain place because it is the lowest cost producer (in global terms) of
a good or service.

Given locational efficiency is present, there are two important reasons why a MNE rather
than a domestic firm produces and exports a good or service.

First, barriers to free trade, due to government policy. The most obvious example is when
a government imposes a tariff or quota on the imports of a good or service. A form of tax,
the tariff/quota raises the relative price of the good, discouraging consumption of the import
and acting as a barrier to trade. Firms can often avoid the tariff through foreign direct
investment in the country or countries erecting the trade barrier.

Second, market imperfections, such as monopoly power in a key global market. If one firm
has control over the supply of a commodity (iron-ore, oil) which is a critical factor input
in the production process of key goods, it can affect many industries around the world. For
example, in the 1970s, OPEC?! members formed a cartel, controlling much of the world’s
oil supply. They agreed to restrict production, which raised the price of oil, with serious
negative consequences for the production processes of oil-dependent industries.

Market imperfections also arise because the market mechanism fails if the trade of some
products, such as knowledge, is attempted. Superior knowledge about a production or swap

30

30 Locational efficiency refers to a country which has a comparative advantage in the production and export of the
good or service; in relative terms, the country is the lowest cost producer.
31 Organisation of Petroleum Exporting Countries.
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technique is not easily traded on an open market. One way of profiting from it is to expand
overseas and use the knowledge advantage there. Hirtle (1991) observed that certain US
commercial banks, US securities firms and some European universal banks are key players
in the global swap markets. Though the consumer base is multinational, the banks and
securities firms tend to deal in swaps denominated in their home currency.

The presence of multinational banks may be explained using this paradigm. MNBs
establish themselves because of trade barriers and/or market imperfections. In the 1960s,
US banks met locational efficiency conditions, but this is not enough to explain their
expansion overseas. US regulation at the time strongly discouraged foreigners from issuing
bonds in the USA, and American banks were not allowed to lend US dollars to finance
foreign direct investment by US multinationals. US banks set up overseas branches to help
American companies escape these restrictions. For example, Nigh et al. (1986) confirm that
US bank branching overseas is correlated with US business presence in a particular country.

Branching restrictions also meant US banks could not easily extend their activities to
other states, and in a few states such as Illinois, banks were not allowed to have more than
one branch. Thus, domestic regulation was a major contributory factor to the expansion of
US multinational banks in the 1960s. For example, Citibank set up operations in London
to take advantage of the eurodollar market, lending and borrowing on its own account and
to assist US multinational firms to fund their foreign direct investment overseas.

Darby (1986) looked at the factors behind the growth of American MNBs from the 1960s
onwards, when the number of foreign branches of US banks rose from 124 in 1960 to 905 in
1984. He argues that the motivation for US foreign bank subsidiaries was domestic banking
regulations such as deposit interest ceilings, reserve requirements, various capital controls
and restrictions on investment banking.??

However, there was a decline in US MNB activity from the late 1980s onwards, which,
argued Darby (1986), can be explained by a number of factors. In 1978, US banks were
authorised to use international banking facilities (IBFs). An IBF allows a US bank to
participate directly in the eurocurrency market. Prior to IBFs, they had to use foreign
branches or subsidiaries. The international competitiveness of US banks also declined and
interest in foreign expansion waned as earnings from global sources contracted.

Darby also identified several factors explaining foreign bank entry into the American
market. First, there was a differential between US and eurodollar interest rates; banks
were able to fund their dollar-denominated assets more cheaply in the presence of a large
differential. Second, the price—earnings ratios for American banks were relatively low, so
purchasing an existing US bank was a cheap way to enter the market.

Generally, MNBs tend to focus on wholesale rather than retail banking. One exception
is Citibank, which operates as a wholesale and retail commercial bank in the UK, Spain
and Germany. Likewise, it has a significant presence in some Latin American countries.
In Mexico, Citibank offers retail and wholesale banking. The two large banks, BBVA
Bancomer and Banamex, hold about 30% and 20% of total deposits, respectively, while
Citibank holds roughly 6%. However, its attempts to establish a British retail banking

32 US banks had to opt for either commercial or investment banking status under the 1933 Glass Steagall Act.
Citibank, Bank of America and other US banks used their London subsidiaries to offer investment banking services.
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network in the 1960s and 1970s was unsuccessful. The explanation was the presence of the
big four clearing banks, together with a number of smaller banks and building societies.
Citibank found it was unable to establish a branch network that could compete with the
big four clearing banks, and the building societies were mutually owned. At the end of the
1990s, Citibank did establish a limited presence in UK retail banking, using remote delivery
channels (telephone and internet banking, with a shared ATM network) to provide services
to a select group of middle and high net worth individuals.

In the 1980s, Japanese banks entered the global banking scene to follow their corporate
customers overseas. The growth of Japanese multinational enterprises is, in turn, explained
by two factors. The first was to overcome barriers to trade. By locating plants in the UK
or other European states, firms (e.g. Japanese car and, later, electronic good manufacturers)
could escape onerous tariffs imposed on imports from outside the EU area. The second
key reason is unique to Japan. As the size of the Japanese current account surplus and
the strength of the yen increased from the mid-1970s onwards, the country came under
extreme pressure from the USA and other western governments to do something to reduce
the size of the current account, and the strength of the yen. Foreign direct investment and
the international use of the yen would help to offset this surplus. From 1983 onwards, the
Japanese government introduced measures designed to increase the international use of the
yen. For example, restrictions on foreign entry into the country’s domestic financial markets
were eased, which put pressure on domestic banking markets and encouraged banks to
expand internationally.>> Some Japanese banks used their London and New York offices to
gain experience in new markets (e.g. derivatives), to be in a good position to take advantage
of any regulatory reform in Japan, which finally came with “Big Bang” in 1996.

Japanese foreign branches engaged in two types of loan business in the global markets.
Credit is granted to Japanese firms, including trading houses, auto producers, consumer
electronics firms, stockbrokers and the banks’ own merchant banking subsidiaries. In
addition, loans are made to non-Japanese institutions with a very low default risk. In
the UK, these are building societies, governments and utility companies. Both involve
large volume simple loan instruments, supplied at low cost. Japanese foreign branches and
subsidiaries are not important players in foreign domestic markets. Their foreign presence
is greatest in London, but Japanese banks have experienced severe problems since 1990.
Their difficulties at home throughout the decade may explain the decline in their share of
total UK bank assets, from 7.6% in 1997 to 4.3% in 1999.

Ter Wengel (1995) sets out to identify the factors which explain international banking,
including multinational banking. The sample consisted of 141 countries with a MNB
presence in the form of representative offices, branches and subsidiaries of the home
bank. A number of explanatory factors were found to be highly significant. They include:
regulations such as restrictions on capital movements, the size of the exporting country
(measured by GNP), the presence of home country MNBs, and countries with designated
banking centres.**

33 Bank of England (1997).

3% Bahamas, Bahrain, Windward and Leeward islands (e.g. Anguilla, Nevis, Montserrat, Antigua. St. Kitts,
Barbados, Grenada and others), Hong Kong, the Grand Cayman Islands, Channel Islands, Netherlands Antilles,
Panama, Singapore and the Pacific Ocean Islands (e.g. Kiribati, Fiji, Solomon Islands, Guam and others).
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As was noted earlier, the presence of market imperfections is another reason for the
growth of multinational enterprises. In the case of MNBs, the knowledge factor is a critical
component for successful banking, but difficult to trade on open markets. For example, the
expertise of the top US commercial banks in securitisation can be used by their subsidiaries
in Europe as this activity grows. Since it cannot normally be traded,*® expansion through
MNBs allows the banks to profit from the knowledge factor.

A paper by Alford et al. (1998) provides an interesting illustration of the importance of
knowledge transfers. The authors were looking at the reasons why joint ventures were chosen
as a means of building up a merchant banking industry in Singapore. The government had
signalled its plan to turn Singapore into a key regional and international financial centre.
Merchant banking was viewed as an important component of any key centre, and the first
merchant bank was established in 1970. By 1982, 45 merchant banks had been established.
The sample consisted of 79 banks, 56 of which were wholly owned; 23 spent at least a year as
a joint venture in the period 1974-91. There were 85 partners in the 23 joint ventures — 67
were from outside Singapore. Of the 56 wholly owned merchant banks, 52 were foreign, i.e.
headquartered outside Singapore.

The paper compares the performance of the joint venture and wholly owned merchant
banks. Alford et al. identify the potential benefits of joint ventures, such as knowledge
creation and learning, limiting entry into product markets, or bypassing government
regulations. There are also costs. There is an incentive for partners to free-ride on each
other because each one shares the output of the firm regardless of the resources invested to
make the venture a success. Communication problems between partners can be aggravated
if they are international.

Alford et al. (1998) argue their findings are consistent with two theoretical reasons for
joint ventures. First, they are created to transfer knowledge among partner firms. In one case,
the commercial banking partner learned about merchant banking from the international
partner, and the foreign partner obtained connections with blue chip Singaporean firms.
Once these learning/networking advantages were realised, the organisational form of the
bank changed and it became wholly owned.

Second, a large number of partners were international. Entering into joint partnerships
limited their exposure to economic and political uncertainties. As these uncertainties are
alleviated over time, it became optimal to buy out the Singapore partners. The results of
this study suggest cautious foreign banks may enter a new country via a joint venture, to
reduce exposure to economic and political uncertainties. Over time, some of these concerns
are alleviated and knowledge is gained. The response is to buy out the host country partner
(e.g. the Singapore firm), leaving an independent MNB. Thus, by 1991, only 6 (out of 23)
joint ventures remained — 15 became wholly owned and 2 were dissolved.

Other factors explain the growth of MNBs. First, reputation is important: the US
money centre banks can set up subsidiaries in Europe and take advantage of their good
reputation — though there are limits to this, as Citibank found to its cost. Also, following
corporate activities overseas means banks can monitor the credit risk of their MNE

35 It has been known for an individual or a team of specialists at one firm to be “bought” (by offers of better pay
packages, etc.) by a rival bank, an example of a successful trade in knowledge.
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borrowers by assessing the performance of overseas operations, in addition to supplying
banking services.

Finally, foreign bank entry may stimulate economic development in emerging markets.
Some countries limit foreign bank entry, usually to protect the national banking sector,
for reasons related to national sovereignty. However, the foreign banks can stimulate
competition in this sector, and in emerging markets provide services that would not
otherwise be available. He and Gray (2001) use the relaxation of controls on foreign banks
in China to demonstrate the point. After China announced it would allow foreign bank
entry in December 1990, the number of foreign banks doubled, rising from 12 in 1990
to 24 in 1997 in the Shenzhen Special Economic Zone (SSEZ). Using data on inward
foreign direct investment and GDP in the SSEZ, the authors show that the presence of
multinational banks improved the financial infrastructure, which in turn encouraged more
foreign direct investment, raising SSEZ GDP.

2.6. Banking Issues in the 21st Century

A recent, popular opinion is that the contribution of banks to the economy will dimin-
ish significantly or that banks will even disappear, as the traditional intermediary and
liquidity functions of the bank decline in the face of new financial instruments and
technology.

Rybczynski (1997) argued that financial systems evolve through time, passing through
three phases. Phase one is bank oriented, where most external finance is raised through
bank loans, which in turn is funded through savings. Banks are the most important
financial intermediaries in the financial system, and interest income is the main source
of revenue. Phase two is market oriented. Households and institutional investors begin to
hold more securities and equity, and non-bank financial institutions may offer near-bank
products, such as money market accounts. Banks themselves reduce their dependence
on the traditional intermediary function, increasing their off-balance sheet activities,
including proprietary trading, underwriting and asset management. The market or securitised
phase is established when the financial markets are the source of external finance for
both the financial and non-financial sectors. Corporate bank loans are largely replaced
by corporate bonds and commercial paper; mortgages and consumer credit originate
in banks but are securitised. In this third phase, trading, underwriting, advising and
asset management activities become more important for banks than the traditional core
banking functions.

Bill Gates, the IT guru, is well known for an alleged remark he made in 1994 that banks
were “dinosaurs”,*® which could be bypassed. In 1995, after much consternation among the
banking sector about his intentions, Mr Gates subsequently claimed he meant that banking
systems were dinosaurs. In a 1997 article published in The New York Times, he said:

“These changes [referring to the internet] won't come at the expense of the banking
industry. . . the future is bright. . . for institutions that evolve. Technology will let banks get

3 Reported in Culture Club, Newsweek, 11 July 1994, p. 38.
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closer to customers, deliver a wider range of services at lower costs and streamline internal
systems so that all customer data is integrated and can be used to spot trends that can lead to
new products. . . The Web will offer banks great opportunities — It will be interesting to see
which banks step up to this opportunity. . .3

The key word is “evolve”, to be discussed at the end of the section. Before doing so, the
performance of the banking sector is reviewed, together with a discussion of how banks
might (and have) turned potential threats into opportunities.

Most studies show that the banking sector underperforms compared to other sectors;
and a few argue banks are in an irreversible decline. Some go further, claiming that
governments’ (or central banks’) control over interest rates, and therefore price stability, is
under threat.

It is useful to begin by looking at some general figures to establish the position of the
banking/financial sector at the beginning of the new century. Begin with the performance
of banks measured by bank profitability. Figures 2.3(a) and (b) show, respectively, the ratio
of pre-tax and post-tax profits to gross income for all banks over the period 1989-99.
In the 1980s, Japanese banks, already very profitable, became even more so. But banks’
profits elsewhere were either trendless or slipping. The late 1980s were marked by sharp
swings in the profits of Anglo-American banks. After 1990, the situation in Japan changed
substantially. There were steady falls in profits from 1990, with a dramatic decline in
1996-98. The recovery to average levels in 1999 was short-lived. These figures are an
indication of the serious problems encountered by Japan’s banks, discussed in detail in
Chapters 5 and 6. Banks in France underwent steady declines in profitability in the early
period, but profits have gradually improved since 1996. Like the previous decade, banks in
the other major OECD countries show slight rises in the late 1990s, after some declines in
the early 1990s.

Turning to the growth of bank assets, in the 1970s, bank assets grew rapidly in nominal
terms across the 14 countries, but with wide dispersion, as shown in Table 2.3 and Figure 2.4.
Luxembourg exhibited the fastest growth rate, which was more than three times faster than
the slowest, the USA. More restrictive monetary policies and lower inflation contributed
to the sharply lower growth almost everywhere in the 1980s and 1990s. The lower growth
rate of assets also reflected a move away from the strategy of asset expansion to create large
banks, or growth for growth’s sake, to an emphasis on maximising profits and shareholder
value-added. Belgium was the only country where bank assets grew more quickly in the
1990s than the 1980s; and in Portugal, bank asset growth was faster in the 1990s than in
the 1970s. Japan’s financial difficulties in the 1990s underline the collapse in bank asset
growth — Japan saw the largest rise in the 1980s of the 14 countries, dropping to the lowest
in the 1990s.

Figure 2.5 refers to banks’ foreign assets. Though there were some exceptions, foreign
asset growth rates tended to outpace domestic assets in all three decades, as a comparison
of Figures 2.4 and 2.5 reveals. In the UK, the foreign asset growth rate more than halved

37 Bill Gates (1997), “No one is really living a Web Lifestyle — Yet”, New York Times, 29 July 1997; available at
www.htimes.com/today/access/columns/0729bill.html.
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Figure 2.3 (a) Ratio of pre-tax profit to gross income.
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Figure 2.3  (b) Ratio of post-tax profits to gross income.

Ratio

Ratio

0.8

0.6
0.4

—e— Luxembourg
—=— Belgium
—a— Netherlands

g

-0.2 7
-0.4
-0.6 |
-0.8

-1.0

A 4 |—— Denmark
0.2 —— Finland
—e— Sweden
0.0 T f ~ T T T T
91 92 93 94 96 97 98 9

[5] —

DIVERSIFICATION OF BANKING ACTIVITIES

9

Source: OECD Paris (2000) Bank Profitability Statistical Supplement

Pre-tax Profit divided by Gross Income. See note on all banks (1990-1999)

—— US

—=— Japan
—— UK

—— France
—— Germany
—e— Canada

-1.0
Source: OECD Paris (2000); Bank Profitability Statistical Supplement
Pre-Tax Profit divided by Gross Income. See note on all banks (1990-1999)
0.6
—e— Czech Rep
0.4 - —a— Hungary
—a— Norway
0.2 —— Poland
— —»— Switzerland
0.0 T [ L/ [ I —e— Turkey
90 91 93 94 95 96 97 0
-0.2 4
-0.4
_06 —
—-0.8
-1.0

Source: OECD Paris (2000) Bank Profitability Statistical Supplement

Pre-tax Profit divided by Gross Income. See note on all banks (1990-1999)




— [7s]

MoDERN BANKING

Figure 2.4 Average annual growth rate of domestic bank assets.
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between the 1980s and 1990s but in Switzerland, it doubled. Again, Portugal stands out for
high and rising growth rates of foreign assets during the two decades.

The average ratio of total assets to nominal GDP for most industrialised countries since
1970 appears in Figure 2.6. For Switzerland, banking assets have been more than 100%
of national income since the 1970s, and very nearly so for Japan and Germany. In other
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Figure 2.5 Average annual growth rate of foreign assets.
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countries, there has been a steady rise from 40% to 60% of national income in the 1970s, to
well over 100% by the 1990s. The notable exception is the United States, where the 1990s
figure is barely higher than the 1970s one. Including foreign assets (Figure 2.7) makes the
figures more pronounced, but the trends are unchanged. Thus, even though, in absolute
terms, asset expansion has slowed since the 1970s, in most countries banks’ assets as a
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Figure 2.6 Ratio of total domestic bank assets to nominal GDP.
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percentage of GNP have risen, which contradicts a general view that traditional banking is
in decline.

Relative operating expenses in the 1990s are shown in Figures 2.8 through 2.11. Figure 2.8
illustrates that operating expenses as a percentage of total income changed little over the
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Figure 2.7 Ratio of total bank assets (including foreign assets) to nominal GDP.
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decade; falling slightly by 1999 for 8 of the 14 countries. Beginning from a comparatively
low level, the ratio increased in Portugal and Luxembourg. The opposite was the case for
Belgium and France. For most of these countries, the ratio remained high through the
decade, usually over 65%. Nor has the ratio changed much since the 1980s.
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Figure 2.8 Ratio of operating expenses to gross income.
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A typical ratio of staff costs to income (Figure 2.9) is about 0.35. The exceptions are
the USA and Luxembourg, which averaged 0.27 and 0.21, respectively. The figures moved
slightly downward over the period, except for Spain and Luxembourg. Figure 2.10 shows
that average staff costs per employee rose over the decade in all countries except for Italy,
where they fell slightly. The rise is consistent with the idea that more skilled staff are
required as banks move into off-balance sheet activities. The differences between countries
are notable. They were lowest in Portugal, the UK and the USA (averaging $33 000 to
$43 000) but highest in Switzerland (about $89 000), the Netherlands ($83 000) and Japan
($78 000). The average for Germany was just under $50 000.

Figure 2.11 illustrates the average number of employees per branch in the 1990s.*8 Again,
there is quite a variation from country to country. Luxembourg has the highest, which
corresponds to the relatively high staff costs shown in Figure 2.10. They are relatively
high for the UK, largely because Britain has fewer branches in relation to population than
elsewhere in Europe. Employee numbers are quite high for Japan and Switzerland, in line
with their high staff costs.

Figure 2.12 gives the financial sector share of total employment through the 1990s. The
share has been quite steady throughout the decade in most countries — in the UK it has
not changed over the period. Switzerland has by far the highest, averaging 3.11% over the
period compared to figures between 1.5 and 2% for most other countries. In Japan, the share

38 Figures for the USA are not available.
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Figure 2.9 Ratio of staff costs to gross income.
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Figure 2.10 Average staff costs per employee.
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Figure 2.11 Number of employees per branch.
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Figure 2.12 Financial sector share of total employment.
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is exceptionally low, averaging just 0.60% for the decade. It should be stressed that these
figures relate to the financial sector as a whole, and not just banking.

A final exercise is to review the relative share price performance of banks, which gives
an idea of what the markets think about the future prospects of banks compared to other
sectors. Figures 2.13 through 2.15 show the performance of a bank share price index against
the general market index for the USA, UK and Europe, based on the share price at the
beginning of each month. The longest series is for the USA, for 1976-2001. With the
exception of the mid-1980s, the US share prices were below the general share price index
from the 1970s until about 1992, when they began to track the index in most years, rising
above it in 2002. The performance of US investment banks was more volatile, but with the
exception of 1999-2000 they outperformed the general price index from 1998 onwards.

UK banks consistently underperformed against the FTSE 100 until January 1994. From
the beginning of 1996, banks do better than the blue chip firms, suggesting investors have
a more favourable view of the prospects for British banks.

The European bank index is available from 1987 onwards (see Figure 2.15). Bank share
prices closely track the index, until January 1994. The bank share price index is below the
general index through most of the period 1994-2001, then more or less tracks the index
through to 2003.

A special index for Japanese banks (Figure 2.16) begins in 1989; it was in December
1989 that the stock market began a steady decline which lasted over a decade and began
to show signs of recovery in 2003, the time this book was written. It is unclear whether
or not this is the beginning of a sustained recovery. From the information on the Japanese

Figure 2.13 US bank indices compared to the S&P500 index.
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Figure 2.14 UK bank index compared to the FTSE100 index.
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Figure 2.15 European bank index compared to the Eurostoxx index.
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Figure 2.16 Japanese Nikkei 500 banking index compared to the Nikkei 225 index.
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bank index in Figure 2.16, it is clear that investors take a dim view of the prospects for the
Japanese banking sector — the index consistently underperforms the Nikkei 225 throughout
the period. This result is exactly what would be expected, given the severity of the problems
experienced by Japanese banks over the last decade. The Japanese case is analysed in some
detail in Chapter 8.

2.6.1. Turning Threats into Opportunities

The figures on the performance of banks are mixed. While profitability was fairly static,
it appears banks are looking for other sources of income by expanding into non-interest
income areas. However, the ratio of cost to income remained largely unchanged, and
average costs per employee rose through the 1990s. During the 1970s, 1980s and early
1990s, the share price performance of banks was relatively poor when compared against
general price indices in the USA, UK, Japan and Europe. From the mid to late 1990s,
British commercial and US investment bank share price performance improved, though
the latter was somewhat volatile. By the new century, US, EU and UK banks were either
tracking or outperforming the relevant index, suggesting investors have a more positive
outlook with respect to banks’ future prospects. Japanese banks are the notable exception
to this trend. There are several major changes which the existing highly capitalised banks
can (and must) turn into opportunities if they are to survive. They are by no means
independent, and include electronic and financial innovations including the introduction
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of “e-cash”, the growth of “non-banks” and the trend towards consolidation within national
banking sectors.

New technology and innovation

Begin with the emergence of electronic (e-cash) or digital cash and assume, for the moment,
that it has replaced currency in circulation — a cashless society [the likelihood of the advent of
a cashless society is discussed later in the section]. Based on the development of technology
to date, e-cash can consist of stored value cards, network money and e-wallets. Stored value
cards store prepaid funds electronically on a chip in the card. Mondex*® and Visa Cash are
good examples. The “smart card” is another example of a stored value card, used widely in
some parts of Continental Europe. Customers can download cash from their accounts into
the card, so they can be used like cash, but are more secure than cash because personal
information is stored in the chip, so only the owner can use the card. The reduced chance
of fraud (compared to a debit or credit card) makes them attractive to customers and shop
owners alike.

Network money is also prepaid but stored on a computer hard disc and transferred
between agents via some network such as the internet. Also, assume agents use the e-cash
to purchase goods and services by post, the internet or at physical shops. The e-wallet is
an electronic version of a credit or debit card. Money is transferred from an individual’s
account to the e-wallet, which can be used for internet purchases. All transactions can be
traced back to the owner because the e-wallet contains the information.

Some experts have questioned whether the bank intermediary function will be challenged
by the growth of e-cash. In this hypothetical world, could the presence of e-cash make banks
redundant in the provision of core banking functions? To answer this question, consider
each of these functions in turn. First, take payments facilities. To quote King (1999):

““.. .there is no conceptual obstacle to the idea that two individuals engaged in a transaction
could settle by a transfer of wealth from one electronic account to another in real time. . .
Eligible assets would be any financial assets [with] a market clearing price in real time. . . the
key to such developments is the ability of computers to communicate in real time. . . enabling
private sector real time gross settlement.”’ (p. 48)

King is referring to the settlement of transactions — there is no mention of credit.
As Freedman (2000) stresses, the world of settlement envisaged by King would require
a population of 6 billion having accounts, with funds transferred between them via the
purchase or sale of assets.

3 Mondex is an electronic purse — it uses a smart card to store electronic cash. Smart cards have a microchip rather
than a magnetic stripe. The chip can store a large amount of information. It is not easily copied (unlike a strip),
reducing the opportunity for fraud. An ATM or adapted telephone transfers cash from a bank account to the card.
Retailers use a terminal to download cash from the card. A number of pilots took place in the late 1990s — some
successful, some not. NatWest has sold all but 5% of Mondex to other firms. Mastercard International bought a
51% shareholding in 1997. Mondex trials in Swindon (UK), Guelph (Canada) and Hong Kong failed. See Tomkin
and Baden-Fuller (2000).
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Central banks play an important role in the settlements function. Most of the daily
payments made by the household, business and government sectors involve a claim on
a bank, and through a given working day, net payments are made to and received from
the different banks. Some banks will find their settlement balances at the central bank
have increased, others will have declined because they have experienced a net outflow of
payments. Banks will use each other or the central bank to ensure their settlement balances
at the central bank are kept at some minimum level. The central bank has assumed this role
for numerous reasons. It issues the currency, and therefore cannot fail, and it also acts as
lender of last resort.** However, in the event of real time transfers, payments between banks
would no longer be necessary (for the reasons given above) and this settlements function
could, in theory, disappear.

Turning to the other core functions of the bank, taking deposits and making loans, the
chance of banks being replaced is even more remote. With the most advanced technology
the chances are slim, because of the time and cost of collecting the information required to
locate the optimal place for a deposit, to pool risks with other depositors or to locate the
most suitable borrower(s). Any software programme written to undertake these tasks is only
as good as its author, and will quickly become dated. Banks are likely to be able to sustain
a competitive advantage in an e-cash world because it would be more costly for individuals
to replicate the banks’ global risk and information pooling role.

Banks also provide liquidity as a service to their customers. Though technology makes it
possible to procure on-line liquidity in the absence of a third party intermediary, changes
in liquidity preferences are a different matter. Suppose suitable borrowers are found for
depositors, and a term of repayment dates, with interest, is agreed. During the term of
agreement, the position of one party is altered: he/she wants the cash earlier or later than
agreed. Banks, with a large pool of funds, are able, at a relatively low cost, to satisfy any
changes in preferences and to profit from it, either by charging a penalty rate of interest
on loan extensions or by reducing the interest paid on deposit, but in cyberspace, in the
absence of an intermediary, satisfying changes in consumer preferences becomes far more
difficult and costly.

However, the dominance of the payments system by major banks is under threat.
Traditionally, the payments system has been a by-product of intermediation, which
facilitates the transfer of credits and debits between agents. The growth of electronic
delivery of core banking services has already given rise to the emergence of a payments
system independent of banks. PayPal is a California-based company that offers business and
personal customers a secure means of sending and receiving payments via email. Customers
use PayPal if they are reluctant to provide credit card details to unknown internet merchants.
Also, for tiny internet firms that cannot afford the cost of offering credit or debit card
facilities, PayPal credits them for any purchases made via PayPal. PayPal takes the credit
card number and pays for any item on behalf of the customer. Its main source of revenue
is fees earned from transactions charges. Its early success was largely due to one major
customer — PayPal arranges payments on behalf of e-Bay, an electronic auction site with

40 Another reason would be the traditional use of reserve ratio as a monetary policy tool, which has been abandoned
in the developed economies.
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a large customer base. However, the company is trying to attract a wide customer base.
In 2002, just as many banks were prohibiting customers from using their cards for on-line
gambling; these casinos have been signing up to accept PayPal. Attempts are being made to
pass federal legislation to ban on-line gambling in the USA.

The average fee per transaction is $1.78, and the average PayPal customer has seven to
eight transactions per year. By early 2002, PayPal had over 15 million customers, giving
it a substantial revenue source which is profitable, given that the cost of processing an
email payment is well below $1.#1 The firm successfully went public in early 2002, despite
the “tech” stock fallout at the time. In April 2002, it reported a first quarter profit of
$1.2 million. It competes against payment providers such as credit card firms which charge
higher fees, due to the cost of fraud, among other factors.

It is too early to judge whether PayPal will be a success. Payments are made via a credit
card, from a bank account or a PayPal account. A website called PaypalWarning.com
has anecdotal reports that PayPal pressures customers for access to their bank accounts.
It offers a cash payment if customers transfer funds from their bank accounts to a PayPal
account — deposits earn the money market rate. However, any attempt to withdraw the
funds is costly and difficult. The FDIC* has made it clear PayPal is not a bank, meaning
funds held in PayPal accounts are not covered by deposit insurance. However, PayPal
transfers its customers’ deposits into FDIC insured banks, which, according to PayPal,
means the deposits are covered by insurance, even though PayPal makes them on behalf
of customers.

On the PaypalWarning website, there are unverified reports of accounts being debited
by PayPal in the absence of any purchase. Yet another threat comes from Mastercard. In
April 2002, it announced it would not allow credit card payments to go through outlets
like PayPal because the credit card firm has far less control over its high risk customers
who use PayPal. However, PayPal is confident of gaining an exemption from the exclusion.
A number of states are questioning whether PayPal is, de facto, a bank, especially as it
expands its services, offering credit and debit cards, money market accounts, international
payments and on-line bill payments. Louisiana has asked PayPal to cease offering services to
its residents until the firm has obtained a state licence to transmit money. Like any website,
it attracts viruses and worms. In the first two months of 2003, several email worms have
been part of bogus messages on security changes, purporting to be from PayPal.

Some would argue the growth of firms outside the banking system offering payments
is a healthy development. Recall the concerns expressed by Cruickshank (2000) over the
monopoly power of the “big four” banks in the United Kingdom. Firms such as PayPal will
undermine this monopoly and improve prices for consumers, though it is worth remembering
that PayPal’s services are confined to e-commerce. If payments are offered by non-banks,
it does not follow that the core intermediary functions are under threat. Furthermore,
if organisations such as PayPal expand to the point that they are effectively banks, the
regulators will almost certainly demand they be registered as banks, subject to all bank
regulations.

41 Source of figures: Platt (2002).
42 FDIC: Federal Deposit Insurance Corporation, a government agency which is responsible for deposit insurance
in the United States. See Chapter 5 for more detail.
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The above discussion indicates that the traditional intermediary and liquidity functions of
banks appear reasonably secure. However, some off-balance sheet subsectors are potentially
more vulnerable. Large non-banking corporations engaging in the direct trade of financial
instruments, such as swaps, just as corporate bonds or commercial paper are used to raise
finance instead of loans — both challenge this intermediary role. Likewise, medium sized and
large corporates could use the internet to successfully bypass banks when searching for loans
and trade finance. However, for banks to lose their competitive advantage, these firms need
a more cost-effective way of dealing with credit, settlement, liquidity and other financial
risks arising from these transactions: to date, it is the banks which have excelled in financial
risk management. Also, established banks are anticipating these new threats and finding
new ways to keep this business. For example, Barclays Bank is experimenting with a new
service which offers their risk management expertise and, in addition, a business-to-business
exchange whereby corporate customers can get information on a large range of products
and services, from cheap sources of office equipment to recruitment.

A number of small, specialised on-line investment banks have been established in the
USA, though their focus on the technology sector meant they were hit badly by the burst of
the technology bubble. On a more positive note, some of the traditional investment banks
are taking advantage of the opportunities offered by the internet. An established investment
bank has developed a system to put initial public offerings (IPOs) on-line. The prospectus is
posted on the internet, and videos replace traditional visits to investors to sell the new issue.
Traditionally, an IPO was underwritten by a well-known investment bank. In some cases, a
very small percentage of the IPO is released on the market, thus creating excess demand and
raising the price. The underwriter (investment bank) profits from the sale of their shares
before official trading begins. Most retail investors have to wait until the official markets
open. Access to the internet means a much larger pool of investors has access to the IPO
information, which could erode the dominance of the institutional investor in this market.
For example, one American investment bank reports institutional investors have dropped
from holding 80% of the issues to just 27% in one year. The more direct access will benefit
the retail or smaller wholesale investors. Thus, the presence of I'T will challenge the current
favourable position of institutional investors, but banks will continue in their intermediary
role. However, there are fewer barriers preventing firms from arranging their share issues
independently. Again, the question is whether the bank can remain competitive, arranging
the IPO at a lower cost than the issuing firm could. For example, if a firm declines the
services of an investment bank, it runs the risk of being unable to place the shares at
the expected price; an investment bank would normally underwrite the share issue. Large
corporations may have the expertise to arrange an in-house IPO, which is unlikely to be
the case for smaller firms.

The rapid growth of the internet is also likely to change the way the bond market
functions. In 2000, the World Bank employed two investment banks to issue new bonds
direct to investors via the internet — e-bonds. Other key borrowers have announced their
intention to do the same. An e-bond creates greater transparency in the market because
the borrower knows the end investors, and the size of their commitments. Like the internet
IPOs, it also opens the market to new investors, so reducing the dominance of institutional
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investors in these markets. For example, the e-bonds issued by the World Bank attracted
investments ranging from $1000 to $250 million worth of bonds.

The influence of institutional investors is also being challenged as the secondary markets
go on-line, with well-established investment banks leading the way. Goldman Sachs,
together with some other well-known investment banks, set up TradeWeb in 1998, which
trades US Treasury bonds. A European equivalent was established in 2000, called Bondclick.
There are also on-line services providing information on the prices of bonds issued from
all over the world. However, to date, only frequently traded highly liquid bonds have been
targeted for electronic issue and trading.

The impact of the above trends should be a reduction in the fees charged for the issue of
new shares and bonds, and a narrowing of the bid—offer spread in the secondary markets,
which could undermine the profitability of these activities. At the same time, however,
related costs should be lower once the IT investment has been made. For example, the
use of interactive TV to market new issues could replace expensive sales teams. It is also
important to stress that it is the well-known investment banks leading the way with respect
to on-line investment banking.

The development of e-cash also has macro/monetary implications. In separate papers,
Goodhart (2000) and Freedman (2000) considered the issue of e-cash from the standpoint
of the central bank. Both authors argue there is still a role for the central bank in setting
monetary policy via short-term interest rates, even if it is accepted that a cashless society
will emerge. The central bank only need raise/lower the rate by offering to borrow money
at a rate higher/lower than the going market interest rate. These operations (and possible
losses arising from its intermediary role) would be backed by government. Alternatively,
Goodhart noted, a government could require all taxes be settled in a currency issued by the
central bank if it wanted to keep a monopoly over the currency. Freedman makes a similar
point: the central bank, especially if it continued to act as banker for the government, could
refuse any alternative settlement mechanism and insist on settlements in the currency or a
government digital currency. These points demonstrate that sovereign states, should they
choose, can undertake very simple measures to have a currency alternative to e-cash and
will have sovereignty over monetary policy even in a digital cash world.

Drehmann et al. (2002) ask whether an e-cash society is imminent. They cite qualitative
evidence showing a strong demand for currency. In the UK, cash holdings per capita
rose from $470 in 1990 to $695 in 1995. In the USA, the respective figures were $998
and $1908; in Japan, $2003 and $4594. Similar trends were found for the major OECD
countries. The authors identify several reasons for the sustained demand for cash. Cash is
easier for certain small transactions, and is sometimes needed for the occasional one-off large
payment. “Hoarders” hold certain foreign currencies (the dollar or Swiss franc) to hedge
against inflation in their home countries or political uncertainty. The desire for anonymity,
for legitimate reasons or otherwise (black markets, money laundering), also preserves the
demand for non-digital cash. Some people, on a point of principle, will not succumb to the
lure of e-cash because all transactions are traceable. Even if it became possible to eliminate
the trail, there is no guarantee the other party will keep the transaction secret.

The authors also show (where data are available) that the cost of cash as a payment
method for retailers is considerably lower. In the Netherlands, the cost per transaction (in
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euros) of cash is 0.095, compared to 0.22 for on-line debit, 0.25 for an e-purse and 2.5 for
a credit card. In the USA (in dollars), the figures are 0.12 for cash, 0.34 for an on-line
direct debit, 0.36 for a cheque and 0.72 for a credit card. E-purse costs are not available for
the USA.#

Drehmann et al. (2002) produce figures showing the demand for products giving electronic
access to bank accounts (credit/debit cards) has been much greater than the demand for
e-money. The number of debit card transactions per capita in the UK was 0 in 1988, rising
to 35 by 1999. Canada’s and Denmark’s per capita card use rose to 54 and 68, respectively.
Credit card transactions underwent similar increases, though their growth rates have been
overtaken by debit cards. For the few countries reporting figures, e-cash transactions per
capita, at its highest, was 4.45. However, the figures should be treated with caution because
e-cash, like the debit card in 1988, is relatively new.

Drehmann et al. claim the threat of counterfeiting is a serious security issue for e-cash
issuers. While counterfeit currency is a relatively minor problem,** the costs incurred to
protect e-cash from counterfeit are considerably greater. Providers must bear the cost of
frequent technical updates, limiting the amount stored on cards and the duration of e-money
balances. Such costly security precautions will limit demand; for example, hoarders or those
seeking anonymity would not want to use e-cash.

Using econometric analysis, Drehmann et al. provide convincing evidence that the
replacement of currency by digital cash is some way off. The authors identify two separate
markets for currency; the illegal group who demand cash for large value payments, and
another group wanting small bills to pay for incidentals such as newspapers, sandwiches
or bus tickets. The sample consisted of panel data for 16 OECD countries over the period
1980-98. Two separate equations were tested, one with log(cash[large]/GDP per capita)
as the dependent variable and the second using log(cash[small]/GDP per capita). Each
equation was regressed against a number of independent variables. The main findings were
as follows. First, both the demand for large and small bills was found to be interest sensitive,
with a significantly negative coefficient. As interest rates rise, the demand for large/small
bills falls. The demand for currency was found to be positively related to increases in real
expenditure, though the degree of significance varied from country to country. An increase
in taxes (taxes:GDP) increases the demand for large bills in the pooled sample, and in
some of the individual country equations. Card payments should be easier with EFTPOS,
meaning the demand for currency would fall. The sign is negative but insignificant. The
ATM coefficient was positive but not significant for small cash holdings; negative and
insignificant for large cash holdings.** The authors conclude that EFTPOS reduces the
demand for currency, but this has been somewhat offset by ATM usage, which eases

4 See table Cl1 of the Web Appendix in Drehmann et al. (2002). The figures reported are taken from different
studies. They report studies in the Netherlands, Germany, the USA and UK all show cash to be the cheapest
means of payment at point of sale.

#1In the USA, the Federal Reserve reports only 0.0075% of notes in circulation are counterfeit — see Drehmann
etal. (2002), table 4.

% The effect of ATMs on the demand for cash is ambiguous because while it reduces the cost of transferring funds
between accounts (so the demand for money should decline), the ease of access may increase the use of cash for
what might have been non-cash payments.
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payment by cash. However, the overall impact of card technology is relatively minor. The
main factors which discourage the growth of a cashless society, the authors argue, are the
need for anonymity, the hoarding of certain foreign currencies, the cost of keeping digital
cash secure and inconvenience, for example, the need to remember PIN numbers.

E-banking and other remote delivery channels

“According to Good (1998), electricity was invented in 1873 and took 46 years for mass
adoption. . . throughout the world. It took 35 years for telephones, 25 years for radio, and 16 years
for PCs. For the World Wide web, it has taken only 6 years.”’#

It is important to draw a distinction between the question of whether digital cash will
replace banks and the presence of electronic products which change the way intermediary
banking services are delivered. They are two quite separate issues. The main attraction of
IT-based remote delivery/distribution of banking services is lower costs. There have been a
number of estimates.

e A survey undertaken by Booz, Allen and Hamilton*’ (US accounting firm) reported
comparative costs per transaction

— branch banking: $1.07
— telephone: 54 cents

— ATM: 27 cents

— internet: 1.5 cents

e Wood (2002) cites similar figures

— branch transaction: $1 per transaction
— on-line transactions: 1 cent per transaction

¢ Bainbridge et al. (2001) report that including the IT systems required, internet transaction
costs are 10% of those incurred by a traditional branch.

The Scandinavian countries, especially Finland and Sweden, have been very successful in
attracting customers to e-banking. Suominen (2001) reports that 30% of bank customers in
these countries either use the internet or engage in PC banking via a modem. In Sweden,
tax incentives mean 65% of households are on the internet. The proportion of internet
customers is treble that of the European average. Nordea®® is often cited as the world’s
leading internet bank because it customers complete 7.2 million on-line transactions per
month, twice that of the Bank of America identified (at the time) as the second most
internet active bank. The leading Scandinavian banks have also integrated stockbroking

46 Pyun et al. (2002), p. 75.

47 Quoted by Nathan (1999).

* Nordea was formed by the mergers of Merita (Finland), Nordbanken (Sweden), Unidanmark (Denmark) and
Christiania bank (Norway). In 2001, 25% (2.4 million) of its customers banked on line.
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and e-shopping (over 900 shops in one case) with their internet banking. Mobile banking,
with the use of a smart card, is also on offer. To date, no serious breaches in security have
been experienced. These banks have managed to produce a high quality deposit product
and to cross-sell a diverse set of services.

Suominen identifies several reasons for the success of e-banking in Finland and Sweden.
First is the use of account transfers through a centralised clearing system in place of a
cheque-based or direct debt/credit clearing system, which meant the technology was in
place for on-line banking. The account transfer system involves the real time transfer of
credit/debits from one account holder to another. The person making the payment provides
not only his/her account number, but also the account details of the recipient to the bank,
and the transaction is settled.

A second reason for the success of Finnish and Swedish internet banking is due, Suominen
argues, to a concentrated banking sector. In 1999, the combined market share of household
deposits for the five largest banks was 90% in Finland and 83% in Sweden, compared to an
EU average of 58%. The high degree of consolidation and lack of competition meant banks
could set fee structures and price deposits/loans to attract customers to on-line banking.
Once the technology is in place, the marginal cost of e-banking is nearly zero, making for
a profitable operation. Though fees were reduced to attract customers to on-line banking,
their more frequent use of the system has boosted operating income. Linked to the rapid
increase in e-banking was a fall in the cost-to-income ratios for the banks in both countries.
In Finland, the cost-to-income ratio in 1999 was just below 60%, compared with a G-5
average of about 65%. The Swedish banks experienced a temporary increase in the C—I
ratio towards the end of the century,* but by 2001 it was also below 60%.

Suominen cites additional factors contributing to the success of e-banking. Opting to
offer e-banking by the bank rather than a separate subsidiary gives branch managers an
incentive to sell this form of banking to their customers. Major security breaches have been
avoided, increasing consumer confidence. At Nordea bank, customers use both a permanent
password and a list of passwords that are only used once. A new list of passwords is sent to
the customer once the list is exhausted.

Suominen acknowledged the use of e-cash is still quite low but expects demand to
grow with electronic identification cards (SIM cards), along with m-banking, banking via
the mobile phone.’® However, whether the growth of e-cash will be as successful as the
emergence of internet banking is unclear. In both these countries, the per capita value of
cash holdings actually rose between 1990 and 1999; from $1224 to $1303 in Sweden and
from $472 to $506 in Finland. As in other western countries, per capita debit card and
credit card transactions rose during the 1990s — in Finland debit card transactions increased
from 11.4 in 1987 to 51 in 1999. By contrast, there were only 0.1 e-money transactions per
capita in 1999; the equivalent figure for Sweden was 0.02.%!

According to Pyun etal. (2002), Scandinaviska Enskilda Banken (SEB) of Sweden

introduced (European) cross-border internet banking in 1998 — its first targets were Germany

4 The Swedish banks had to invest heavily in technology to offer on-line banking to retail customers because,
unlike Finland, it was largely confined to business customers until the mid-1990s.

50 Deutsche Telekom partly own a mobile payment service, PayBox.

51 Source: Drehmann et al. (2002), table 2.
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and Denmark. However, penetration of different EU states will remain difficult because
of the poor integration of European payment systems mentioned in Chapter 1. Retail
interbank cross-border payments are costly and slow, hampered by problems such as the
absence of a single standard for processing direct debits, cheques, etc. Until a single interbank
payments system is adopted (the EU has agreed to introduce a common international bank
account number and international payments instructions but no date has been set for their
implementation), the integration of European retail banking will be difficult, be it via the
internet or more traditional methods. Diverse computing systems in the EU will also have to
be integrated, requiring a substantial outlay. Cultural differences, labour laws and European
directives on the use of the internet put more obstacles in their way.

Internet banking has had some success in the United States. Between 1997 and 1999 the
number of US banks offering some form of internet banking increased from 100 to 1100.
Just under 40% of US banks (regulated by the Office of the Comptroller of the Currency)
offered internet banking services in January 2001.%? Regulators expect about half the US
banks will offer this service by 2002. The top 120 banks (with about 75% of the US bank
assets) offer some form (e.g. checking balances, paying bills and transferring money between
accounts) of interbank access. The number of customers using the service remains small
(proportionately, compared to Scandinavia) — about 13 million households banked on-line
in 2000. But the figure doubled in one year, and if this growth rate continues, large numbers
of Americans will be using it.

Pyun etal. (2002) report that both NetBank and E*Trade have been able to attract
relatively low cost deposits and profit by transforming them into high yield assets. NetBank,
opened in 1996, is the largest of the branchless internet banks, operating in 50 states and
20 other countries. E¥Trade began as an on-line discount broker but opened a subsidiary,
E*Trade Bank. Both banks offer a full range of internet retail banking, but other innovative
services suggest both have found a formula to be profitable internet banks. For example,
NetBank customers can use their website to view accounts held at other banks, brokers or
credit card firms. E¥Trade opened a branch in New York City, benefiting from some forms
of P2P (person-to-person) relationship banking. Others have fared less well, and interbank
subsidiaries have recently been integrated with the parent bank’s internet banking division.
These include Wingspan, now a part of its parent, Bank One,”* and Security First Network
Bank, part of the Royal Bank of Canada’s on-line (US) bank subsidiary.

Pyun et al. (2002) identify two major internet banks in Japan. In 2000, Japan Net Bank
(JNB) was established by a consortium of financial institutions, including an insurance
firm. ]NB offers the standard retail banking services (with access to cash via over 100 000
ATMs), mutual funds and insurance. In 2001, Sony Corporation set up Sony Bank, another
bank with no branches, offering all the standard transaction banking services. There are
also two relatively minor internet banks, eBank and IY, and a number of on-line brokers
offering securities trading. At the time of writing no internet bank was reporting profits.

In the UK, virtually all the (11) major banks offer on-line banking; many of them
through subsidiaries. For example, Smile, Egg and Cahoot are subsidiaries of, respectively,

52 Source: Hawke (2001), p. 17.
53 Bank One is the fourth largest (by tier 1 capital) US bank, headquartered in Chicago.
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the Cooperative Bank, Prudential (an insurance firm) and Abbey National. In the early
years of operation, most UK e-banks reported losses, though in the second quarter of 2002,
Egg reported pre-tax profits, a first for a UK internet bank. Security breaches plagued Egg in
the first year of its operation. Customers found they could read the details of other customers’
accounts; later some hackers were able to access their systems. Barclays Online opened in
2000, but suffered serious operational and security problems. Heavy use slowed transactions
and at one point, the system crashed. Following work done on the computer software,
customers found large amounts missing from or wrongly deposited in their accounts; others
entered their passwords only to obtain another client’s account.

Customer concern over the security of the systems may slow the growth in demand
for these new forms of delivery. Information technology literate clients are probably the
most suspicious of any claim that an internet-based service is secure; and there is also the
challenge of convincing new users of PCs and the internet/iTV that a system is secure.
Nor is the track record for resolving these problems very good: a common complaint is of
“phantom” withdrawals of money from accounts via ATMs. Yet for 20 years, British banks
appeared unwilling or unable to deal with the problem and, in the absence of hard evidence,
usually blamed the customer for a security lapse. Recently, it became possible to video all
transactions, enabling banks to identify the true phantom withdrawals, though the problem
itself remains. With the advent of on-line and iTV banking, where a client’s information is
available at multiple sites, security breaches have the potential of rising at an exponential
rate. These security concerns, together with consumer inertia, may explain why banks
world-wide (with the exception of the Scandinavian countries and possibly Japan, where
electronic innovation is popular) are taking a measured or “click and brick” approach in
the transformation of delivery from branch (brick) to IT (click) banking. However, the
success of Sweden and Finland suggests security concerns can be overcome.

Consumer groups have expressed concern about the potential for financial information
on individuals to be passed between financial firms without the client’s knowledge. This
is not a new problem — just think of the numerous complaints to banking ombudsmen
(or equivalent) that a customer has discovered he/she has been given a poor credit score
because of a past misunderstanding with a financial firm that turned out to have nothing to
do with the client’s creditworthiness. In the absence of adequate data protection laws, the
potential for mistakes will rise with the number of electronic transfers of information.

Like internet/on-line banking, digital interactive television banking presents the banking
sector with an opportunity for a complete overhaul of the way it delivers or distributes core
banking services. The interactive nature of iTV banking makes it attractive; an added bonus
is that virtually every household (98% in the UK) owns one, and is television literate. In
the UK, there is a government initiative to have all households on digital TV by 2010.
The existing banks (with the capital to back the very high start-up costs) have opened up
the television banking market. HSBC, the third largest bank in the world (ranked by tier
1 capital — see The Banker, July 2003) launched the first interactive banking service in the
UK in October 1999. The Woolwich and Abbey National (Cahoot) have since followed.
Barclays should gain immediate expertise in this, after purchasing the Woolwich in 2000.
One outcome may be that on-line banking remains a limited service offered to a select
group, while television banking appeals to the masses. However, it is worth emphasising
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that on-line and iTV banking have been offered almost exclusively by existing banks or
their subsidiaries, not new entrants.

De Young (2001) is one of the first researchers to study the financial performance of
groups of banks, what he calls “pure play” internet banks compared to standard branch
banks or thrifts. The study uses quarterly US data for the period 1997Q2 to 2000Q2. Only
six banks/thrifts met the strict criteria’* to qualify as pure play, giving an unbalanced sample
of 38 observations, against 3225 for the benchmark banks/thrifts. Both groups are de novo
(newly chartered) banks that commenced operations in the period 1997-99. Using 17
measures of financial performance in a multiple regression model, De Young found that
the internet banks were significantly less profitable than the branch banks of similar age,
offering similar bank services. Several factors contributed to the lower profitability. The
internet group’s relatively low physical overheads were more than offset by high non-interest
expenses — largely in the form of high staff costs. Hence overall, overhead costs were not
lower. Furthermore, there is no evidence that these banks pay higher than average deposit
rates. He found non-interest income ratios were significantly lower than for the benchmark
banks, suggesting the absence of “P2P” contact makes the cross-selling of other services
more difficult, which in turn will lower revenues. Finally, the internet group had higher asset
growth rates which outstripped the growth of deposits, forcing them to draw on relatively
expensive equity capital to fund the growth.

De Young acknowledged the limitations of his study, such as a very small sample size
of pure play banks. Furthermore, critics might argue that these banks (and e-commerce
firms in general) simply take longer to become profitable. Finally, it may be that internet
banking is more successful if offered with traditional branch banking. Furst et al. (2000)
employ a large database of US commercial banks, but use a broader definition, i.e. any bank
which offers an internet service. They find the typical internet bank is more profitable than
non-internet banks, and generates more non-interest revenue.

The amount of capital required to offer PC, internet or iTV banking will require deep
pockets for existing banks and new entrants. Innovations such as on-line banking and iTV
banking should reduce the need for banks to have a global presence, because they can offer
banking services via the internet without setting up costly branches or subsidiaries in other
countries. In Europe, cross-border mergers continue apace, though attempts at cross-border
internet banking have not proved successful to date. There are problems to overcome,
especially with the payments system. Chapter 5 discusses European integration problems in
more detail.

To summarise, most of the evidence to date suggests the emergence of a cashless society is
unlikely. Cash remains attractive because of the considerable costs associated with making
e-cash secure, it is convenient, ensures anonymity and provides residents of unstable
countries with an opportunity to hoard safe, foreign currencies. Even if digital cash could
overcome these considerable hurdles, governments are unlikely to be willing to lose their
sovereignty over currency issue, and will establish measures to safeguard their control over
monetary policy.

5% The banks had to be newly chartered, and offer a complete range of banking services. The Federal Deposit
Insurance Corporation had to identify them as banks that used the internet for primary contact with customers.
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The use of the internet, interactive digital television and other new forms of delivering
core banking services should be embraced by the banks because of opportunities related to
the substantial change in the way banking services are distributed. The weight of evidence
suggests the new delivery methods will substantially reduce the cost of delivering core
banking, even after the capital investment required is taken into account. Security issues
must be addressed (the Scandinavian experience with internet banking demonstrates they
can be) to alleviate consumer concerns. Banks also must be proactive in dealing with
consumer inertia, offering the right combination of incentives to persuade consumers to
adopt the new technology. Experience in the USA and Scandinavia suggests this can be
done without offering high deposit rates that eat into profits. Banks must also be ready to
face increased competition in certain off-balance sheet activities, such as their intermediary
role in initial public offerings and bond issues. All these remarks point to the need for
banks to evolve in the face of new technology, a point which is hardly unique to the
banking sector.

The growth of non-banks

There has been much discussion on the threat posed to traditional banks by the growth
of non-banks. Non-banks,” by definition, are firms which do not offer a complete core
banking service but are very similar to banks. For example, personal loan or mortgage
corporations specialise in loans or mortgages that are funded through bond issues and/or by
turning a bundle of assets into asset backed or mortgage backed securities and selling them
to raise liquidity. Though they offer a “banking” product, loans/mortgages, they are not
banks because they are not funded by deposits. General Electric Capital (GE Capital) is the
financial services subsidiary of General Electric. It issues the largest amount of commercial
paper in the USA, supplies credit card facilities to department stores, is the largest insurer
of private homes and, for nine years, owned a securities firm, Kidder Peabody. In the UK,
Marks & Spencer, well known for its retail clothes, food and home furnishings, began
to offer a selection of financial services in the 1980s, starting with an in-house credit
card business and expanding into personal loans, unit trusts, personal equity plans and,
from 1995, insurance and pensions. Marks & Spencer is able to fund its asset requirements
because it is top-rated by key rating agencies. It has since been followed by some well-known
shop/brand names such as Virgin, Direct Line Insurance, Tesco and Sainsbury.

However, virtually all of these non-bank firms have chosen to enter niche markets — they
do not offer the core activities that define a bank, intermediation and the provision of
liquidity. Usually, if one or more of their products includes part of the core functions (e.g.
personal loans and/or deposits), these services are supplied to them by existing banks. For
example, Tesco, Sainsbury and Virgin have their banking products supplied to them by
either the Royal Bank of Scotland or the Halifax Bank of Scotland (HBOS). First Direct,

the highly successful telephone bank (now offering on-line services) is a wholly owned

55 In the United States, a loophole in the law made the growth of “non-bank” banks possible: because they
accepted deposits requiring notice of withdrawal, as opposed to being payable on demand. See chapter five for
more detail.
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subsidiary of HSBC. Also, there are notable examples of failed entry into these markets. In
1999, Marks & Spencer allowed the use of rival credit cards in its shops for the first time,
part of an overall strategy to revive profits. In 2003, it abandoned its in-house card for a
Mastercard issue which rewards loyalty. Sears Roebuck was one of the first large retail firms
to offer financial services, but it has recently scaled back its activities. Westinghouse wound
up its credit arm after it lost nearly $1 billion in property loans. GE Capital purchased
Kidder Peabody for $600 million in 1986 but, in 1994, after losses on the mortgage backed
securities portfolio and dubious trading activities in government bonds, sold it to Paine
Webber (an investment bank) for $90 million plus a 25% stake in Paine Webber. In the UK,
the poor performance, to date, of the telephone/on-line bank Egg illustrates the difficulties
of setting up a whole new bank, even if the bank offers customers attractive deposit rates.

Consolidation

Another important trend is increased consolidation of the national banking sector through
mergers and acquisitions. European bank mergers rose from 49 in 1990 to 184 in 1999; for
US banks they rose from 113 to 381 in 1995, but had fallen back to 255 by 1999. Mergers
of securities firms followed a similar trend.’® It is unusual for banks to merge because of
difficulties related to hidden skeletons in their balance sheets. The rapid pace of mergers,

which had begun to tail off by 2001, is discussed in detail in Chapter 9.

2.7. Conclusion

This chapter began with a review of the diversification of banks into “non-banking”
financial services. New forms of off-balance sheet activity, in particular, derivatives and
securitisation, enabled banks to expand their intermediary role in risk management. This
theme will be developed further in Chapter 3. The second part of the chapter looked at
the effects of this diversification on bank income. Though diversification is thought to be
value-enhancing for firms, including banks, there is some evidence that movement into
OBS activities has increased the volatility of bank income.

In light of the above finding, a number of bank performance measures were reviewed,
to provide an idea of the position of the banking sector in the 21st century. The evidence
was mixed: some was indicative of healthy bank performance; other measures indicated the
opposite. The relative performance of banks on the stock market was consistent with this
mixed evidence; UK bank stocks outperformed the average in most years, European banks
tracked the average, falling below it for some years in the 1990s. US banks were relatively
poor performers.

The final parts of the chapter considered the issue of whether the rapid advancements
in information technology might undermine the ability of banks to offer core functions,
or even replace them. To maintain a competitive advantage in the financial market place,
banks will have to adapt to the changing nature of intermediation, and compete with

% Source: Group of 10 (2001), and tables A4, A5.
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new technology which narrows information asymmetries (thereby reducing the need for an
intermediary). At the same time, once the IT investment is made, it should reduce banks’
administrative and delivery costs, freeing them from the costly maintenance of extensive
branch networks. Furthermore, high IT costs should deter new entrants. Banks will also
be challenged by changing consumer preferences, as TV or computer-literate customers
demand value for money on intermediation, payments and a wide range of financial services
via the internet. Competition may heighten and, in common with other sectors, banking
markets will evolve over time. However, banks themselves are here to stay unless they prove
unable to maintain a competitive advantage in the core and other products they offer.

The banks most likely to survive are those which embrace the rapid progress of information
technology, consolidation of the banking/financial services sector and for European banks,
the advent of the euro together with a single European financial market. Treating these
changes as a threat, for which defensive action must be taken, will guarantee decline. Thus,
one can conclude that Gates’ remarks were largely correct, but the emphasis should be
on the word evolve. Banking and banks will survive, provided they treat these dramatic
changes as opportunities to strengthen their position in the financial sector. In this sense,
banks are no different from firms in any other sector. Firms remain in business only if
they can evolve over time, spotting the new technology and changes in consumer culture
to sustain a competitive advantage over other firms. The surviving banks may not be the
household names of today (how many banks can claim to have the same name/functions
as they did at the close of the 19th century?), but they are likely to continue to supply the
core banking functions.






MANAGEMENT OF RISKS IN
BANKING

“The fact is that bankers are in the business of managing risk. Pure and simple, that is the
business of banking.”’ (Walter Wriston, former CEO of Citibank; The Economist, 10
April 1993)

“Banks have an ingrained habit of plunging headlong into mistakes together where blame
minimising managers appear to feel comfortable making blunders so long as their competitors
are making the same ones. .. VaR is the alibi that bankers will give shareholders (and the
bailing out taxpayer) to show documented due diligence.” (Taleb, in Jorion and Taleb,
1997, p. 3)

3.1. Introduction

Any profit-maximising business, including banks, must deal with macroeconomic risks,
such as the effects of inflation or recession and microeconomic risks like new competitive
threats. Breakdowns in technology, commercial failure of a supplier or customer, political
interference or a natural disaster are additional potential risks all firms face. However, banks
also confront a number of risks atypical of non-financial firms, and it is these risks which
are the subject of this chapter.

In Chapter 1, it was argued that banks perform intermediary and payment functions
that distinguish them from other businesses. The core product is intermediation between
those with surplus liquidity, who make deposits, and those in need of liquidity, who borrow
from the bank. The payments system facilitates the intermediary role of banks. For banks
where intermediation is the principal function, risk management consists largely of good
asset—liability management (ALM) — in the post-war period, right up to the early 1980s,
whole books were devoted to ALM techniques.

The role of banks in the financial system changed substantially from the late 1970s
onwards. The bank environment was relatively stable and characterised by close regulation;
rules which limited the scope of operations and risk; cartel-like behaviour which kept
competition to a minimum, and given steady, if not spectacular returns, little incentive to
innovate. In most developed countries during the 1980s, regulatory reforms and innovation
broke down barriers in financial markets and eliminated the high degree of segmentation,
which in turn, increased competition. Japan was the notable exception. The 1990s saw the
continued demarcation of financial markets which had begun in the 1980s, and banks faced
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new risks to manage as a result of continued disintermediation, innovation and greater
competition, especially in wholesale markets, where globalisation further eroded barriers.

In Chapter 2 the movement of banks into new areas of off-balance sheet banking, such
as the switch from interest income generating sources to non-interest income activities,
was discussed.! As a consequence, risk management has expanded to include not just
ALM, but the management of risks arising from off-balance sheet activity. Furthermore,
some new techniques developed to manage market risk are increasingly applied to credit
risk management. Risk management involves spotting the key risks, deciding where risk
exposure should be increased or reduced, and identifying the methods for monitoring and
managing the bank’s risk position in real time. Though Walter Wriston’s quote is more than
a decade old, it summarises the key role of the 21st century bank. At the same time, Nassim
Taleb, a PhD with many years of trading experience and author of a book on options,
cautions against excessive reliance on value at risk (VaR), one of the new models used to
manage not only market risk but, in some banks, credit risk.

Though the risks faced by banks in the 1970s appear straightforward compared to what
they are now, there are examples of spectacular collapses in every decade. In the 1970s
it was Franklin National Bank and Bankhaus Herstatt, and in the UK, the secondary
banking crisis.? In the 1980s, over 2000 thrifts and banks in the United States either
failed or were merged with a healthy bank. The Spanish and Scandinavian banks also
experienced severe problems, which led to a notable amount of bank consolidation. In
the 1990s, it was the turn of Bank of Credit and Commerce International, Barings and
the Japanese banking system as a whole. For the first time, problems with a non-bank,
a hedge fund, to which many key global banks were exposed, threatened global financial
stability. In the early 2000s, it may be the turn of the German banking system, where a
crisis appears to be looming at the time of writing. Though these failures are the exception
rather than the rule in most cases, it demonstrates that no matter what the structure of the
banking system, poor risk management can cause insolvency, which may be endemic in a
particular country.

Credit risk, the risk that a borrower defaults on a bank loan, is the risk usually associated
with banks, because of the lending side of the intermediary function. It continues to be
central to good risk management because most bank failures (see Chapter 6) are linked to a
high ratio of non-performing loans to total loans. However, as banks become more complex
organisations, offering more fee-based financial services and using relatively new financial
instruments, other types of financial risk have been unbundled and made more transparent.
The purpose of this chapter is to outline the key financial risks modern banks are exposed
to, and to consider how these risks should be managed.

I Though it is unclear whether this has made banks’ income more or less volatile.

2 The secondary banking crisis was caused by financial liberalisation which began with competition and credit
control in 1971. The reforms led the banks to lower loan rates quite sharply and bid more aggressively for deposits.
A subsequent tightening of monetary policy caused an increase in interest rates, which contributed to a sudden
souring of the urban real estate market (which had been booming for 18 months) in late 1972. Many of the loans
granted by the smaller banks were for property development and bankruptcies followed, together with liquidity
injections by the central bank. See Chapters 7 and 8 for a more detailed discussion of this and the other bank
failures/crises mentioned here.



[103] —

MANAGEMENT OF Risks IN BANKING

The chapter is organised as follows. Section 3.2 provides brief definitions of the different
financial risks banks face, and section 3.3 reviews the traditional asset and liability man-
agement approach. The next section looks at derivatives as tools of risk management.
The management of market and credit risk is discussed in sections 3.5 and 3.6, including
a review of RAROC, VaR and other approaches used in the management of risks. The
final section looks at how a major commercial bank organises risk management in the new
century. Section 3.8 concludes.

3.2. Key Financial Risks in the 21st Century

Risk management involves identification of the key financial risks, deciding where risk
exposure should be increased or reduced, and finding methods for monitoring and managing
the bank’s risk position in real time. Throughout this chapter, readers should bear in
mind that for all banks, from the traditional bank where ALM is the key activity to the
complex financial conglomerate offering a range of bank and non-bank financial services,
the objective is to maximise profits and shareholder value-added, and risk management is
central to the achievement of this goal. Shareholder value-added is defined as earnings in
excess of an “expected minimum return”? on economic capital. The minimum return is the
risk-free rate plus the risk premium for the profit-maximising firm, in this case a bank. The
risk premium associated with a given bank will vary, depending on the perceived risk of the
bank’s activities in the market place. The average risk premium ranges from 7% to 10% for
banks in most OECD countries. The risk-free rate refers to the rate of return on a safe asset,
that is, a rate of return which is guaranteed. The nominal rate of return on government bonds
is normally treated as a risk-free rate, provided there is a low probability of the government
defaulting on its obligation.* Suppose an investor purchases equity in a bank and expects
a minimum return of 15%. If, when the shares are sold, the return is 20%, then an extra
5% is added to the value of the investment, and shareholder value-added is positive. If the
return is less than 15%, the outcome for the investor is a negative shareholder value-added.

There is a link between shareholder value-added and other performance measures, such
as return on assets or return on equity. ROA, ROE and profitability are widely reported for
publicly quoted firms, including banks, and are known to influence share prices. Thus, if
bank shareholders treat these measures as indicators of performance, and act upon them,
they can affect shareholder value. For example, if a firm turns in an unexpectedly poor
report for several quarters and shareholders act by dumping the shares, the price of the
shares will fall. A prolonged decline will lower shareholder value-added and it could even
turn negative.

3.2.1. Formal Definitions

Risk

Risk is defined as the volatility or standard deviation (the square root of the variance) of net
cash flows of the firm, or, if the company is very large, a unit within it. In a profit-maximising

3 From the standpoint of the company, shareholders’ expected minimum return is the firm’s cost of capital, which
can be computed using the Capital Asset Pricing Model (CAPM).

* There is a possibility that a positive inflation rate will reduce the real return, but investors usually have the
option of purchasing index-linked bonds, where the return on the bond is linked to the rate of inflation.
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bank, a unit could be the whole bank, a branch or a division. The risk may also be measured
in terms of different financial products. But the objective of the bank as a whole will be to
add value to the bank’s equity by maximising the risk-adjusted return to shareholders. In
this sense, a bank is like any other business, but for banks, profitability (and shareholder
value-added) is going to depend on the management of risks. Large universal banks will
focus on the management of risk on the banking book (the traditional asset—liability
management), the trading book (where banks are buying and selling bonds, equity, etc.),
and in the risk management advice they give to corporate customers. Corporate treasurers
of non-financial firms can incur large losses as a result of poor financial risk management.
But it rarely leads to insolvency, if the core business operations are sound. By contrast, for
banks, risk management is their core business. In the extreme, inadequate risk management
may threaten the “solvency” of a bank, where insolvency is defined as a negative net worth,
that is, liabilities in excess of assets.
The risks specific to the business of banking are:

o Credit

o Counterparty

¢ Liquidity or funding risk

e Settlements or payments risk

o Market or price risk, which includes
— currency risk
— interest rate risk

o Capital or gearing risk

¢ Operational risk

e Sovereign and political risk

Credit risk and counterparty risk

If two parties enter into a financial contract, counterparty risk is the risk that one of the
parties will renege on the terms of a contract. Credit risk is the risk that an asset or a
loan becomes irrecoverable in the case of outright default, or the risk of an unexpected
delay in the servicing of a loan. Since bank and borrower usually sign a loan contract,
credit risk can be considered a form of counterparty risk. However, the term counterparty
risk is traditionally used in the context of traded financial instruments (for example, the
counterparty in a futures agreement or a swap), whereas credit risk refers to the probability
of default on a loan agreement.

Banks are in business to take credit risk, it is the traditional way banks made money. To
quote a former chairman of the US Federal Reserve System:

“If you don’t have some bad loans you are not in the business.”

If a borrower defaults on a loan or unexpectedly stops repayments, the present value of the
asset declines. Losses from loan default should be kept to a minimum, since they are charged
against capital. If losses are high, it could increase the bank’s cost of raising finance, and in

5 P. Volker, former chairman of the Board of Governors of the Federal Reserve System.
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the extreme, lead to bank insolvency. The bank would avoid credit risk by choosing assets
with very low default risk but low return, but the bank profits from taking risk. Credit risk
rises if a bank has many medium to low quality loans on its books, but the return will be
higher. So banks will opt for a portfolio of assets with varying degrees of risk, always taking
into account that a higher default risk is accompanied by higher expected return. Since
much of the default risk arises from moral hazard and information problems, banks must
monitor their borrowers to increase their return from the loan portfolio.

Good credit risk management has always been a key component to the success of the
bank, even as banks move into other areas. However, as will become apparent in Chapter 6,
the cause of the majority of bank failures can be traced back to weak loan books. For
example, Franklin National Bank announced large losses on foreign exchange dealings but
it also had many unsound loans. Likewise many of the “thrift” and commercial bank failures
in the USA during the 1980s were partly caused by a mismatch in terms between assets and
liabilities, and problem loans. In Japan, it was the failure of mortgage banks in 1995 that
signalled major problems with the balance sheets of virtually all banks.

Liquidity or funding risk

These terms are really synonyms — the risk of insufficient liquidity for normal operating
requirements, that is, the ability of the bank to meet its liabilities when they fall due. A
shortage of liquid assets is often the source of the problems, because the bank is unable to
raise funds in the retail or wholesale markets. Funding risk usually refers to a bank’s inability
to fund its day-to-day operations.

As was discussed in Chapter 1, liquidity is an important service offered by a bank, and
one of the services that distinguishes banks from other financial firms. Customers place
their deposits with a bank, confident they can withdraw the deposit when they wish, even if
it is a term deposit and they want to withdraw their funds before the term is up. If there are
rumours about the bank’s ability pay out on demand, and most depositors race to the bank
to withdraw deposits, it will soon become illiquid. In the absence of a liquidity injection
by the central bank or a lifeboat rescue, it could quickly become insolvent since it can do
nothing to reduce overhead costs during such a short period.

The liquidity of an asset is the ease with which it can be converted to cash. A bank
can reduce its liquidity risk by keeping its assets liquid (i.e. investing in short-term assets),
but if it is excessively liquid, its returns will be lower. All banks make money by having a
gap between their maturities, that is, more short-term deposits and more long-term loans:
“funding short and lending long”’. They can do this because of fractional reserve lending — only
a fraction of deposits are held in reserve, and the rest are loaned out. Liquidity can be costly
in terms of higher interest that might have been earned on funds that have been locked
away for a specified time.

Maturity matching (or getting rid of all maturity gaps) will guarantee sufficient liquidity
and eliminate liquidity risk because all deposits are invested in assets of identical maturities:
then every deposit is repaid from the cash inflow of maturing assets, assuming these assets are
also risk-free. But such a policy will never be adopted because the bank, as an intermediary,
engages in asset transformation to make profits. In macroeconomic terms, provided there is
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no change in the liquidity preferences of the economy as a whole, then the withdrawal of a
deposit by one customer will eventually end up as a deposit in another account somewhere
in the banking system. If banks kept to a strict maturity match, then competition would
see to it that the bank which invested in assets rather than keeping idle deposits could offer
a higher return (and therefore, greater profitability) compared to banks that simply hold
idle deposits.

At the microeconomic level, the maturity profile of a bank’s liabilities understates actual
liquidity because term deposits tend to be rolled over, and only a small percentage of a
bank’s deposits will be withdrawn on a given day. This is another argument for incurring
some liquidity risk. Given that the objective of a bank is to maximise profit/shareholder
value-added, all banks will have some acceptable degree of maturity mismatch.

Settlement/payments risk

Settlement or payments risk is created if one party to a deal pays money or delivers assets
before receiving its own cash or assets, thereby exposing it to potential loss. Settlement risk
can include credit risk if one party fails to settle, i.e. reneges on the contract, and liquidity
risk — a bank may not be able to settle a transaction if it becomes illiquid.

A more specialised term for settlement risk is Herstatt risk, named after the German bank
which collapsed in 1974 as a result of large foreign exchange losses. The reason settlement
risk is closely linked to foreign exchange markets is because different time zones may create
a gap in the timing of payments. Settlement of foreign exchange transactions requires a
cash transfer from the account of one bank to that of another through the central banks of
the currencies involved. Bankhaus Herstatt bought Deutschemarks from 12 US banks, with
settlement due on 26th June. On the 26th, the American banks ordered their corresponding
German banks to debit their German accounts and deposit the DMs in the Landesbank (the
regional bank was acting as a clearing house). The American banks expected to be repaid
in dollars, but Herstatt was declared bankrupt at 4 p.m. German time — after the German
market was closed but before the American market had closed, because of the 6-hour® time
difference. The Landesbank had already paid DMs to Bankhaus Herstatt, but the US banks
had not received their dollars. The exposed US banks were faced with a liquidity crisis,
which came close to triggering a collapse of the American payments system.

Settlement risk is a problem in other markets, especially the interbank markets because
the volume of interbank payments is extremely high. For example, it can take just 10 days
to turn over the annual value of the GNP of a major OECD country — in the UK, it is
roughly £1-£1.6 trillion. With such large volumes, banks settle amounts far in excess of
their capital. Netting is one way of reducing payments risk, by allowing a bank to make a
single net payment to a regulated counterparty, instead of a series of gross payments partly
offset by payments in the other direction. It results in much lower volumes (because less
money flows through the payments and settlement systems), thereby reducing the absolute
level of risk in the banking system. Netting is common among domestic payments systems
in industrialised countries. At the end of each day, the central bank requires each bank

6 On the east coast of the USA; 9 hours on the west coast.
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to settle its net obligations, after cancelling credits and debits due on a given day. If the
interbank transaction is intraday, the exposure will not appear on a bank’s balance sheet,
which is an added risk.

However, settlement risk is still present because the netting is multilateral. The payments
are interbank, and banks will not know the aggregate exposure of another bank. Any
problem with one bank can have a domino effect. If one bank fails to meet its obligations,
other banks along the line are affected, even though they have an indirect connection with
the failing bank, the counterparty to the exchange. Given the large volume of transactions
in relation to the capital set aside by each bank, the central bank will be concerned about
systemic risk — the failure to meet obligations by one bank triggers system-wide failures. Most
central banks/regulators deal with this problem through a variety of measures, including a
voluntary agreement to conform to bilateral limits on credit exposures, capping multilateral
exposures, requiring collateral, passing the necessary legislation to make bilateral and
multilateral netting legally enforceable, or imposing penalty rates on banks which approach
the central bank late in the day.

Increasingly, there has been a move from netting to real time gross settlement. Real
time gross settlement (RTGS), defined in Chapter 1, allows transactions across settlement
accounts at the central bank (or a clearing house) to be settled, gross, in real time, rather than
at the end of the day. By the late 1990s, most EU countries, Japan, the USA and Switzerland
had real time gross settlement systems in place for domestic large value payments. In the
EU, the plan is for the domestic payments systems to be harmonised, commencing with
RTGS in all countries for large value payments, with cross-border participation in the
payments systems. Under a single currency, it is likely there will be an EU-wide RTGS.

Some private netting systems have been established. ECHO is an exchange rate clearing
house organisation set up by 14 European banks. Its business has diminished with the advent
of the euro, because there is no foreign exchange risk in the eurozone. However, foreign
transactions with countries outside Euroland continue. Multinet serves a similar purpose
for a group of North American banks. Both commenced operations in 1994 to facilitate
multilateral netting of spot and forward foreign exchange contracts. The clearing house is
the counterparty to the transactions they handle, centralising and offsetting the payments
of all members in a particular currency. Some central bank regulators are concerned the
clearing houses lack the capital to cover a member’s default on an obligation, in other
words, that there is some counterparty risk.

Market or price risk

Market (or price) risk is normally associated with instruments traded on well-defined
markets, though increasingly, techniques are used to assess the risk arising from over the
counter instruments, and/or traded items where the market is not very liquid. The value
of any instrument will be a function of price, coupon, coupon frequency, time, interest
rate and other factors. If a bank is holding instruments on account (for example, equities,
bonds), then it is exposed to price or market risk, the risk that the price of the instrument
will be volatile.

General or systematic market risk is caused by a movement in the prices of all market
instruments because of, for example, a change in economic policy. Unsystematic or specific
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market risk arises in situations where the price of one instrument moves out of line with
other similar instruments, because of an event (or events) related to the issuer of the
instrument. For example, the announcement of an unexpectedly large government fiscal
deficit might cause a drop in the share price index (systematic risk), while an environmental
law suit against a firm will reduce its share price, but is unlikely to cause a general decline
in the index (specific or unsystematic market risk).

A bank can be exposed to market risk (general and specific) in relation to:

e Equity

¢ Commodities (e.g. cocoa, wheat, oil)

o Currencies (e.g. the price of sterling appreciates against the euro)

e Debt securities (fixed and floating rate debt instruments, such as bonds)

e Debt derivatives (forward rate agreements, futures and options on debt instruments,
interest rate and cross-currency swaps, and forward foreign exchange positions)

¢ Equity derivatives (equity swaps, futures and options on equity indices, options on
futures, warrants)

Thus, market risk includes a very large subset of other risks. Two major types of market risks
are currency and interest rate risk. If exchange rates are flexible, any net short or long open
position in a given currency will expose the bank to foreign exchange or currency risk,
a form of market risk. In this case, it is the market for foreign exchange, and the “price”,
the relative price of currencies given by the exchange rate. A bank with global operations
will have multiple currency exposures. The currency risk arises from adverse exchange rate
fluctuations, which affect the bank’s foreign exchange positions taken on its own account,
or on behalf of its customers. For example, if a bank is long on dollars and the dollar
declines in value against other currencies, this bank is going to lose out. Banks engage in
spot, forward and swap dealing, with large positions that can undergo big changes within
minutes. Mismatch by currency and by maturity is an essential feature of the business — good
mismatch judgements can be profitable and signal successful risk management.

If rates between two currencies are fixed, there is no currency risk, provided the
arrangement lasts. Fixed exchange rate regimes were the norm from after World War 117
to the early 1970s. Some countries, such as Hong Kong and Argentina, chose to fix their
currencies against the dollar. Unfortunately, Argentina’s peg® unravelled after it declared
it could not repay its international debt in 2001. As part of the transition towards a single
currency in Europe, countries entered into a fixed exchange rate regime — the ERM or
exchange rate mechanism.

Though there is no currency risk while exchange rates are fixed, investors or banks can be
suddenly exposed to very large risks (and losses or gains) if the fixed rate arrangement comes
under so much pressure that one of the currencies is devalued or it collapses. An example is
when the UK came out of Europe’s exchange rate mechanism. In the days leading up to the
collapse the UK government vowed sterling would stay in the ERM,” and increased interest

7 Part of the Bretton Woods agreement in 1944.

8 Pegs vary in degree. Both Hong Kong and Argentina (until late 2001) have currency boards, a hard peg.

9 Under the rules of the exchange rate mechanism, currencies could fluctuate with a band of (+) or (—) 15% since
August 1993. Before that, it was as low as (+) or (—) 2.5.%.
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rates twice in one day — they peaked at 15%. By late afternoon of the same day (16/9/92),
£10 billion had been used to support sterling. The UK left the ERM, quickly followed by
Italy. Spain was forced into a parity change. For banks long in any of these currencies, the
losses were substantial.

The only way of eliminating currency risk altogether is to adopt a common currency, the
most recent example being the introduction of the euro by all but three member states of
the European Union. Euro states share the same currency, getting rid of foreign exchange
risk, though trade outside Euroland does expose these states to currency risk.

While an important risk consideration for banks, to do justice to the subject would require
an extensive diversion. Whole books are devoted to the determinants of exchange rates
and the management of currency risk, and it will not be considered in further detail here.

Interest rate risk

Interest rates are another form of price risk, because the interest rate is the “price” of money,
or the opportunity cost of holding money in the narrow form. It arises due to interest rate
mismatches. Banks engage in asset transformation, and their assets and liabilities differ in
maturity and volume. The traditional focus of an asset—liability management group within
a bank is the management of interest rate risk, but this has expanded to include off-balance
sheet items, as will be seen below.

Capital or gearing risk

Banks are more highly geared (leveraged) than other businesses — individuals feel safe
placing their deposits at a bank with a reputation for soundness. There are normally no
sudden or random changes in the amount people wish to save or borrow, hence the banking
system as a whole tends to be stable, unless depositors are given reason to believe the system
is becoming unsound.

Thus, for banks, the gearing (or leverage) limit is more critical because their relatively
high gearing means the threshold of tolerable risk is lower in relation to the balance sheet.
This is where capital comes in: its principal function is to act as a buffer by supporting
or absorbing losses. Banks which take on more risk should set aside more capital, and
this is the principle behind the Basel risk assets ratio (see Chapter 4). Banks need to
increase their gearing to improve their return to shareholders. To see the link, consider the
equation below:

ROE = ROA x (gearing multiplier)

where:
ROE: return on equity or net income/equity
ROA: return on assets or net income/assets
Gearing/leverage multiplier: assets/equity

As will be discussed in detail in Chapter 4, Basel requires a bank’s risk assets ratio to be 8%
(i-e. [capital/(weighted risk assets)] = 0.08). If a bank satisfies this requirement, it means
its equity is about 8%, its debt must be 92%, giving a gearing/leverage ratio of 92/8, or 11.5.
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Contrast this with a typical debt to equity ratio for non-financial firms, of, for example,
60/40 = 1.5.

Since the bank’s ROA is typically very small, the ROE can be increased by higher
leverage or raising the ratio of assets to equity. But with higher leverage comes greater risk,
because there are more assets on the bank’s balance sheet. Generally, a bank is said to be
highly geared/leveraged when a large exposure is associated with a small capital outlay. This
can occur in the more traditional activities such as fractional reserve lending (they only
keep a small fraction of their deposits as reserves), or because of newer types of business,
such as the use of derivatives.

Capital risk is the outcome of other risks incurred by the bank, such as credit, market
or liquidity risk. Poor earnings, caused by high loan losses, or inappropriate risk taking in
other areas puts the bank’s capital at risk. Banks perceived to have an insufficient amount of
capital will find it difficult to raise funding. Two ratios will be monitored by agents funding
or considering funding the bank:

e The bank’s capital ratio or its Basel risk assets ratio — capital/weighted risk assets;
e The bank’s leverage ratio — debt/equity.

Operational risk

The Bank for International Settlements defines operational risk as:

“The risk of direct or indirect loss resulting from inadequate or failed internal processes,
people, and systems, or from external events.”” (BIS, 2001, p. 27)

The definition of operational risk varies considerably, and more important, measuring it can
be even more difficult. The Basel Committee has conducted surveys of banks on operational
risk. Based on Basel (2003), the key types of operational risk are identified as follows.°

(1) Physical Capital: the subsets of which are: damage to physical assets, business dis-
ruption, system failure, problems with execution and delivery, and/or process management.
Technological failure dominates this category and here, the principal concern is with a
bank’s computer systems. A crash in the computing system can destroy a bank. Most banks
have a duplicate system which is backed up in real time, in a secret location, should anything
go wrong with the main computer system. When banks and other financial institutions
had their premises damaged or destroyed as a result of “9/11”, they were able to return to
business quite quickly (in alternative accommodation), relying on the back-up computer
systems. More generally, the loss of physical assets, such as buildings owned, is a form
of operational risk. However, banks take out insurance against the risk of fire or other
catastrophes, and to this extent, they have already hedged themselves against the risk. To
the extent they are fully hedged, there should be no need to set aside capital. Problems with
physical capital may interfere with process management and contribute to a break down in
execution and/or delivery.

10 This classification of operational risk is based on identifying four general categories, and using the various loss
events reported in table 3 (among others) in Basel (2003).
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(2) Human Capital: this type of risk arises from human error, problems with employment
practices or employees’ health and safety, and internal fraud. An employee can accidentally
enter too many (or too few) zeroes on a sell or buy order. Or a bank might find itself being
fined for breach of health and safety rules, or brought before an employment tribunal accused
of unfair dismissal. In addition, employees can defraud their bank, but this is discussed in a
separate category below.

(3) Legal: the main legal risk is that of the bank being sued. It can arise as a result
of the treatment of clients, the sale of products, or business practices. There are countless
examples of banks being taken to court by disgruntled corporate customers, who claim they
were misled by advice given to them or business products sold. Contracts with customers
may be disputed. One of the most recent and costly examples of shoddy treatment of clients
is the implicit!! admission, in 2003, by all the major investment banks that they failed
to control the conflict of interest between research and investment banking divisions. In
addition to fines summing up to hundreds of millions, these banks face civil law suits from
angry clients who claim they acted on paid advice from research departments to invest in
certain stocks, only to find there was no solid research to back the recommendations, but
rather, pressure from corporate finance divisions to bid up the price of one or more shares.

(4) Fraud: the fraud may be internal or external to the bank. For example, the looting of
his company’s pension by Mr Maxwell affected the banks because they were holding some
of the assets he had stolen from the funds as collateral. Another illustration of this form of
risk is the Hammersmith and Fulham Council case. This London borough had taken out
interest rate swaps in the period December 1983 to February 1989. The swaps fell into two
categories, one for hedging and one for speculation. With local taxpayers facing a bill of tens
of millions of pounds, the House of Lords (in 1991) declared all the contracts null and void,
overturning an earlier decision by the appeal court. Barclays, Chemical, the Midland,!?
Mitsubishi Finance International and Security Pacific were the key banks left facing £400
million in losses and £15 million in legal fees. Examples of internal fraud include rogue
trading. Nick Leeson brought down Barings with losses of $1.5 billion, and John Rusnak
was convicted of fraud at a US subsidiary of Allied Irish Bank, which cost it $750 million.

As can be seen from the classification above, factors contributing to operational risk are
not necessarily independent of each other. Internal fraud could be classified as a human
capital risk. If an employee sues because of breaches in health and safety, it falls in both the
human capital and/or legal risk subclassifications. Certain payment risks may also fall into
the operational risk category. For example, in 1985, a major US bank experienced computer
problems which prevented it from making outgoing payments. It was forced to borrow $20
billion from the Federal Reserve to meet these payments. Simultaneously, payments to this
bank from other banks could not be made, so they flooded the interbank markets, forcing
down the federal funds rate by 3%. Thus, an operational failure created settlement and
liquidity risks. Or if a borrower is granted a loan based on a fraudulent loan application and
subsequently defaults, it will be recorded as a loan loss, and therefore, a credit risk issue,
even though the fraud was the original source of the problem.

11 As part of the deal struck with New York’s Attorney General’s Office, the banks were not obliged to admit any
wrongdoing, but paid considerable sums in fines and related costs.
12 The Midland Bank was subsequently purchased by Hong Kong and Shanghai Bank (HSBC) in 1992.
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Classification issues alone make quantification of operational risk difficult, so it should
come as no surprise that the “Basel 2” proposals for the treatment of the operational risk
proved highly controversial. Operational risk is reviewed at length in Chapter 4.

Sovereign and political risks'3

Sovereign Risk normally refers to the risk that a government will default on debt owed to
a bank or government agency. In this sense, it is a special form of credit risk, but the bank
lacks the usual tools for recovering the debt at its disposal. If a private debtor defaults, the
bank will normally take possession of assets pledged as collateral. However, if the default
is by a sovereign government, the bank is unlikely to be able to recover some of the debt
by taking over some of the country’s assets. This creates problems with enforcing the loan
contract. Sovereign risk can refer to either debt repudiation or debt rescheduling. Since the
end of the Second World War, only China, Cuba and North Korea have actually repudiated
their debt obligations. Some of the poorest countries had their debt forgiven after a 1996
agreement reached by western countries and their banks, the IMF and the World Bank.

Some countries (e.g. Argentina, Russia) have threatened to repudiate their debt, but in
the end, were persuaded by the World Bank and the IMF to reschedule the debt. Other
countries announce they cannot meet an agreed payment schedule and renegotiate new
terms; usually with the IMF acting as an intermediary. The banks agree to restructure
debt repayments and make new loans. Normally the IMF acts as broker or intermediary.
The rescheduling agreement is made in exchange for the country agreeing to meet new
macroeconomic targets, such as reductions in inflation and subsidies and/or an increase in
taxation. The World Bank may also participate in rescheduling negotiations.

Political Risk is broadly defined as state interference in the operations of a domestic
and/or foreign firm. Banks can be subjected to sudden tax hikes, interest rate or exchange
control regulations, or be nationalised. For example, since the Second World War, France
has vacillated between nationalisation and privatisation of its banking sector. All businesses
are exposed to political risk, but banks are particularly vulnerable because of their critical
position in the financial system.

Interaction among risks

All of the various risks discussed above are interdependent, and as was noted earlier, there
are other risks, common to all businesses including banks. These other risks are often
more discrete or event-type, affecting a bank’s profitability and risk exposure. They include
sudden, unexpected changes in taxation, regulatory policy or in financial market conditions
due to war, revolution or market collapse, and macroeconomic risks such as increased
inflation, inflation volatility and unemployment.

Regulators have identified three key risks related to banks: credit, market (including risks
arising from changes in interest rates, exchange rates, equity prices and commodity prices)

B The term “country risk” appears in some of the literature. It can refer to sovereign risk as defined above, or
some form of political interference, or both. To avoid confusion, this book adopts the terms “sovereign” and
“political” risk.
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and operating risk. The rest of this chapter will focus on the management of interest rate,
credit and market risks. Much of the discussion on operating risk is reserved for the next
chapter, because it is the regulators who have singled it out for special treatment — most
bankers argue they have been taking this risk into account for years. Sovereign and political
risk will be reviewed in Chapter 6.

3.3. Approaches to the Management of Financial Risks

Though risk management was always central to the profitability of banks, its focus has
changed over time. In the 1960s, the emphasis was on the efficient employment of funds
for liabilities management. In the 1970s, with the onset of inflation in many western
countries and volatile interest rates, the focus shifted to the management of interest rate
risk and liquidity risk, with a bank’s credit risk usually managed by a separate department or
division. Asset—liability management (ALM) is the proactive management of both sides of
the balance sheet, with a special emphasis on the management of interest rate and liquidity
risks. In the 1980s, risk management expanded to include the bank’s off-balance sheet
operations, and the risks inherent therein. In the new century, managers are answerable not
only to shareholders but to national and international regulators. The emphasis is on the
use of models to produce reliable risk measures to direct capital to the activities that offer
the best risk/return combination. Scenario and stress tests are employed to complement
the models.

In this section, the traditional ALM function is reviewed but it also explores how new
instruments have changed the risk management organisational structure within banks, to
accommodate all the risks a modern bank incurs. In particular, it should be emphasised that
while traditional risk management focused on a bank’s banking book (that is, on-balance
sheet assets and liabilities), modern risk management has been extended to include the
trading book, which consists mainly of off-balance sheet financial instruments. The financial
instruments of a bank’s trading book are taken on either with a view to profiting from
arbitrage, speculation or for the purposes of hedging. Financial instruments may also be used
to execute a trade with a customer. The bank and trading books can be affected differently
for a given change, say, in interest rates. A rise in interest rates may cause a reduction in
the market value of off-balance sheet items, but a gain (in terms of economic value) on
the banking book. Also, while the market value gain/loss on the trading book normally has
an immediate effect on profits and capital, the effect on the banking book is likely to be
realised over time.

3.3.1. Interest Rate Risk and Asset-Liability Management

Traditionally, the ALM group within a bank has been concerned with control of interest
rate risk on the balance sheet. For some banks it may be equally or even more important
to manage interest rate risk arising from off-balance sheet business, but it is instructive
to look at the traditional methods and progress to the relatively new procedures. To
provide an example of the complexities of interest rate risk management, consider a
highly simplified case where a bank, newly licensed by the relevant regulatory authority,
commences operations as follows.
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1. Liabilities consisting of one deposit product of £1000 and equity equal to £100, which
gives the bank total capital of £1100. It plans to lend money to an unsecured borrower.
The amount it can lend, given a risk assets ratio of 8%, is £1012.14

2. The loan has a maturity of six months, when all interest and principal is payable (a
“bullet” loan). It will be priced at the current market rate of interest, 7%, plus a spread
of 3%. So the annual loan rate is 10% on 1 January 2000. The loan is assumed to be
rolled over every six months at whatever the new market rate is, with an unchanged risk
premium of 3%.

3. A customer wishes to purchase the deposit product, a certificate of deposit (CD) on
1 January. The market rate is 7%, and because of highly competitive market conditions
it is this rate which is paid on the CD. The bank has to decide what the maturity of the
CD is going to be and once the maturity is set, the bank is committed to rolling over the
CD at the same maturity.

4. The “yield curve”? for the CD is assumed to be flat, that is, the same rate of 7% applies,
independent of the maturity. On 1 February 1994 there is an unexpected one-off shift
in the yield curve, to a new flat value of 9%, because the market interest rate rises,
suddenly, to 9%. There are no further shifts during the year.

5. Ignore all issues related to dividends and operating costs, with the exception of the
requirement to conform to a risk assets ratio of 8§%.

The ALM group may measure their performance in terms of net interest income (loan
income less cost of deposit), the market value of equity (the market price of bank stock) or
the economic equity ratio (new equity value/new loan value) for an unexpected change in
interest rates. To the extent that changes in net interest income affect bank stock market
valuations, the three measures will be very closely linked.

As was noted earlier, there is a 2% increase in market rates on 1 February 1994. To
examine what happens to a number of bank performance measures, it is necessary to use a
compounding formula to compute the monthly interest rate from the annual rates, because
of the potential mismatch in the timing of cash flows for the six-month loan and the CD,
the maturity of which is not determined.!® Thus, for the six-month loan, the monthly
interest rate is 0.79741% when the annual rate is 10%, and 0.94888% when the annual
rate is 12%. If interest rates rise by 2% on 1 February, the borrower pays monthly interest
of £8.07 until 30 June (remember, the loan rate is fixed for six months), and £9.60 from
1 July.

For the deposit product, once the bank decides on the maturity of the deposit, it incurs
interest rate risk. In this simple example, the size of the deposit (£1000) and loan (£1012)

14 The risk asset ratio is defined in full in chapter four, but it is the ratio of bank capital to weighted risk assets.
Suppose the risk weight for the loan is 100%. Then with total capital of £1100, the bank has to set aside 8% of
the capital, or £88. So the maximum it can lend out is £1012.

1> The yield curve normally refers to the relationship between the rate paid on a bond and time to maturity, and is
normally positive, reflecting a higher risk associated with a bond which matures at a later date, and, if unindexed,
inflation risk.

16 To calculate a monthly rate using an annual rate, a compounding formula is used: [(1 4 1)*/'* — 1], where
i = the interest rate and x = the number of months. Using the example in the text, if the annual loan rate is 10%,
then the monthly interest rate is [(1.1)(/12) — 1] = 0.79741%
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Table 3.1 The Effects of an Unexpected Rise in Interest Rates

Case A: an unexpected 2% rise in rates with a three-month deposit product and a six-month loan

Q1 Q2 Q3 Q4
Loan rate (per annum) 10% 10% 12% 12%
Monthly loan income £8.07 £8.07 £9.60 £9.60
Deposit rate (per annum) 7% 9% 9% 9%
Monthly interest cost of deposit £5.65 £7.21 £1.21 £7.21
Monthly net interest income £2.42 £0.86 £2.39 £2.39
Net interest margin per month® 2.42% 0.86% 2.39% 2.39%

Case B: an unexpected 2% rise in rates with a six-month deposit product and a six-month loan

Q1 Q2 Q3 Q4
Loan rate (per annum) 10% 10% 12% 12%
Monthly loan income £8.07 £8.07 £9.60 £9.60
Deposit rate (per annum) 7% 7% 9% 9%
Monthly interest cost of deposit £5.65 £5.65 £1.21 £7.21
Monthly net interest income £2.42 £2.42 £2.39 £2.39
Net interest margin per month® 2.42% 2.42% 2.39% 2.39%

“Net interest margin = (net interest income/equity) x 100%.

are almost equal, so if the bank offers a six-month deposit product, its losses as a result of
the interest rate change on 1 February are considered using two maturities for the deposit
product. In Case A, the bank opts for a three-month CD. Then the monthly interest rate
on the deposit product is 0.56541% when the annual rate is 7%, rising to 0.72073% after
the market rate rises to 9%. A three-month maturity on the deposit product will mean the
monthly interest paid until the end of March will be £5.65, and, from 1 April, £7.21. These
points are summarised in Table 3.1 for Case A. Here, there is a drop in the net interest margin
per month (compare the first and second quarters) because of the sudden rise in interest rates.
The fall in the net value of equity is calculated using the new market value for assets and
liabilities, which is obtained by discounting the value of the asset and liability. The original
loan rate of 10% is assumed to be the discount rate for the purposes of equity valuation.

Loan (assume no change in interest rate)

The value of the loan on 1 July is £1012.00 + 49.39, given the half-yearly interest rate of
4.88088%. Future payments are ignored. So the value of the asset discounted back to 1
February is:

[1012 + 49.39/(1.1)*/1?] = £1020.07.
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Deposit (assume no change in interest rate)

If the deposit is of three-months duration, then an interest income of £16.12 is payable at
the end of each quarter (e.g. end March, end June, ignore future payments on 30/09, 31/12).
So the value of the liability, discounted back to 1 February, is:

[1000 + 16.92 + (16.92)(1.1)*/12]/(1.1)*/1? = £994.38.

Therefore, the net value of the equity (with no change in interest rates) is: 1020.066 +
88.00 (the reserve asset) —994.3819 = £113.6841. If the loan rate rises to 12%, because of
an increase in the market rate by 2%, then:

Loan (after loan rate rises by 2% to 12%)
[1012 +49.39]/(1.12)/12 = £1012.44.
New Total Assets = 1012.44 + 88 = £1100.44

Deposit (three-month deposit product)
[1000.00 + 21.78 + 16.92(1.12)*/'%]/(1.12)>/1? = £991.26
New Total Liabilities = £991.26
Net Value of Equity: 1100.44 — 991.26 = £109.18
Change in Net Value of Equity: 109.18 — 113.68
= —4.5 or — 3.96% (4.5/113.68)(100%).

With a six-month deposit product, the bank does not experience the sudden drop in net
interest income or net value of equity in the second quarter, as in Case A. The table is
reworked assuming a six-month maturity. If the deposit product had the same maturity
as the loan (six months), then the six-month deposit liability would be £986.62 after the
interest rate jump. Hence the net value of equity would be £1100.44 — £986.62 = £113.82.
The change in net value of equity is (113.82 — 113.68) = 13p, or 0.11%.

In Cases A and B, the economic equity ratio, defined as new equity value/new loan value
is, for Case A: 109.18/1100.44 = 9.92%. For Case B with a six-month deposit product, it
is 113.82/1100.44 = 10.34%.

The above results are obtained because the volume of this bank’s loans and deposits is
roughly equal, which makes the case for matching the maturity of the deposit with that of
the loan, if the objective is to minimise interest rate risk. In reality, most banks have a loan
portfolio which is a fraction of their deposit base. In this situation, matching maturities
will lead to sizeable net effects, depending on the direction of the interest rate change. To
see this point, suppose that the deposit product is £1000, equity is £1000 and there are
no regulations (for example, no risk assets ratio). The bank decides to lend out all of its
capital, i.e. £2000. The six-month loan is now £2000, and the deposit product is £1000.
Suppose the maturity on the deposit is three months, and market interest rates rise by 2%.
The outcome is summarised in Table 3.2.

As can be seen from Case C, there is a sharp drop in the net interest margin per
month, compared with the earlier case where the sizes of the deposit and loan were very
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Table 3.2 An Unexpected Rise in Interest Rates

Case C: three-month deposit product, six-month loan of £2000.00

Q1 Q2 Q3 Q4
Loan rate (per annum) 10% 10% 12% 12%
Monthly loan income £15.95 £15.95 £18.98 £18.98
Deposit rate (per annum) 7% 9% 9% 9%
Monthly interest cost of deposit £5.65 £7.21 £7.21 £1.21
Monthly net interest income £10.30 £8.74 £11.77 £11.77
Net interest margin per month 1.03% 0.87% 1.18% 1.18%

similar. A three-month deposit will cut the discounted present value of the net assets by
1.15%. A six-month deposit would reduce the discounted present value of net assets by
0.76%, assuming the loan rate rises from 10% to 12% on 1 February. This is an example
of a “liability” sensitive strategy, where liabilities reprice faster than assets, so net interest
earnings fall with an increase in interest rates. If an asset sensitive strategy had been
adopted, interest earnings would rise. It should be stressed that interest rate changes can
affect the “economic value” of a bank in a way that is different from the short-term profit
and loss accounts. The current earnings perspective will focus on the sensitivity of the profit
and loss account in the short term (for example, a year) to a change in interest rates. Over
the longer term, the effect on net economic value will be considered, where net economic
value is defined as the difference between the change in the present value of the bank’s
assets and the present value of its liabilities, plus the net change in the present value of
its off-balance sheet positions, for a given change in market interest rates.!” The difference
between the two will be pronounced if marking to market instruments are not a major part
of the bank’s portfolio.

The above cases refer to the interest rate risk caused by a shift in the yield curve, that
is, yield curve repricing risk. There are other types of interest rate risk related to bank
products. The interest rate is not necessarily determined by a market yield curve. For
example, prime based loans and money market accounts may be linked to central bank or
interbank rates, but it may not be a one-for-one relationship. Competition in the market
and monetary policy will determine the extent to which this relationship is one-for-one.
However, even if it is not one-for-one, provided it is not volatile, there will be little in the
way of additional risk. Also, banks will find the balance of their liabilities change in a period
of fluctuating interest rates. For example, as interest rates rise, customers will be reluctant to
hold cash in non-interest-bearing deposit accounts because of the rising opportunity cost of
holding money in these accounts. In a period of falling rates, customers may shift deposits
into other assets that yield a higher rate of return.

There can also be one-sided interest rate risk associated with bank products that have
options attached to them, which gives rise to different types of customer behaviour

17 This definition of net economic value is from Basel (1993).
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depending upon whether interest rates rise or fall. For example, prepayment risk arises with
fixed rate mortgages. A prepayment'® option will result in different outcomes; if interest
rates rise, mortgage prepayments decline and the expected average life of the portfolio
increases. On the other hand, if rates fall, prepayment increases (because the fixed payments
are less attractive) and the average life of the portfolio declines. In some countries (e.g. the
UK), the borrower is charged a penalty for early repayment of a mortgage. In others, such
as the USA, there is no penalty charge on prepayment of mortgages.

3.3.2. Gap Analysis

Gap analysis is the most well known ALM technique, normally used to manage interest rate
risk, though it can also be used in liquidity risk management. The “gap” is the difference
between interest sensitive assets and liabilities for a given time interval, say six months. In
gap analysis, each of the bank’s asset and liability categories is classified according to the date
the asset or liability is repriced, and “time buckets”: groupings of assets or liabilities are placed
in the buckets, normally overnight—3 months, >3—-6 months, >6—12 months, and so on.

Analysts compute incremental and cumulative gap results. An incremental gap is defined
as earning assets less funding sources in each time bucket; cumulative gaps are the cumulative
subtotals of the incremental gaps. If total earning assets must equal total funding sources,
then by definition, the incremental gaps must always total zero and therefore, the last
cumulative gap must be zero. Analysts focus on the cumulative gaps for the different time
frames. The above points are demonstrated in a simplified interest rate ladder, in Table 3.3.

Table 3.3 separates the assets and liabilities of a bank’s balance sheet into groups with
cash flows that are either sensitive or insensitive to changes in interest rates. An asset or
liability is said to be interest rate sensitive if cash flows from the asset or liability change
in the same direction as a change in interest rates. The “gap” (see Table 3.3) is the sterling
amount by which rate sensitive assets (RSA) > rate sensitive liabilities (RSL). A negative
gap means RSA < RSL; a positive gap means RSA > RSL. The gap ratio is defined as
RSA/RSL. If the gap ratio is one, then the rate sensitivity of assets and liabilities is matched,
and the sterling gap is zero.

Most banks have a positive gap, that is, rate sensitive assets exceed rate sensitive liabilities,
because most banks borrow long and lend short, so their assets will mature later than their
liabilities. For example, a bank will have rate sensitive deposits, which can be withdrawn
any time, but the majority of its rate sensitive loans are not due to be paid back anywhere
from a year up to 25 years in the case of a mortgage.

Suppose a bank has a positive gap (RSA > RSL). Then a rise in interest rates will cause
a bank to have asset returns rising faster than the cost of liabilities, but if interest rates fall,
liability costs will rise faster than asset returns.

18 Prepayment refers to the repayment of the principal and any outstanding interest on a loan before the maturity
date. For example, fixed rate mortgages may be repaid early because interest rates decline and the mortgagee wants
to get a better rate, or because the circumstances of the borrower change: they move house or need to refinance
the loan.
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Table 3.3 Gap Analysis for Interest Rate Risk (£m)

Overnight-3 >3-6 >6-12 >1-2 >2-5 5 yearsor

months months  months years years  not stated®

Earning Assets

Notes & coins £5

3-Month bills £5

Interbank loans £20

5-Year bonds

Overdrafts £20

5-Year loans £20

Property £30
Funding Sources

Retail and term (—£100) (—=£50) (—£45)

deposits

3-Month wholesale (£5)

deposits

Capital (=£10)

Net mismatch gap £15 £20 (—£50) (—£55) £20 £30

Cumulative 0 (—£35) (—£55) (—£5) £50 £30

mismatch gap?

4 Not stated normally includes a bank’s equity because there is no maturity associated with the bank stock.
b Cumulative mismatch: cumulated/summed from long to short.

Defining E as the equity value or net worth of the bank, then

E=A-L
AE=AA—- AL

where:
AE: change in the net worth of the bank
AA: change in the value of assets
AL: change in the value of liabilities

On this banking book, if the maturity of its assets exceeds the maturity of its liabilities, then
a parallel rise in all interest rates will reduce the market values of both assets and liabilities
of the bank. However, the value of the assets will fall by more because they mature later
than the bank’s liabilities. The term maturity gap is used to emphasise the point that it is
the difference in maturity that is affecting both sides of a bank’s balance sheet.

The assets and liabilities on the banking book, as illustrated in Table 3.3, can also be
summarised with a formula for a maturity gap:

Maturity gap = WARSA — W RSL
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where:
Wa: weighted average of rate sensitive assets
W1: weighted average of rate sensitive liabilities

The bigger the maturity gap, the more a bank’s net worth will be affected by a change in
interest rates. Suppose the bank wants to immunise itself, i.e. hedge against this type of
interest rate risk. If it structures the banking book such that the weighted average of RSA
equals the weighted average of RSL, so My — M| = O, then it will substantially reduce, but
not eliminate, interest rate risk on the banking book. The bank is not fully hedged against;
it ignores the following.

o The extent to which a bank is geared or leveraged, that is, the extent to which loans are
funded by deposits (as opposed to equity).
e Duration — to be discussed below.

The maturity gap analysis presented above provides the ALM group with a picture of overall
balance sheet mismatches. While this type of analysis still takes place in most banks, it is
used in conjunction with other risk management tools, for a number of reasons.

1. Mismatches that fall within each time bucket are ignored. Returning to the case study
examples, suppose the deposit product had a term of 3.5 months, so that it was repriced
after this time. The loan will not be repriced until after six months, making the >3-6
month time bucket liability sensitive, though in the gap analysis it appears to be asset
sensitive, because the loan was £1012, funded by a £1000 deposit and £100 in equity;
equity is in the “not stated” time bucket because it has no stated maturity.

2. Interest rates on deposit accounts, some loans and credit card receivables are not solely
determined by the market interest rates. Some banks offer “free” bank services with a
current account but compensate for it by paying a lower rate.

3. It ignores the bank’s exposure to prepayment risk, the risk that long-term fixed rate
mortgages and loans will be repaid early if interest rates fall.

4. Some bank products, such as non-maturity accounts, non-market rate accounts and
off-balance sheet items, cannot be handled in a gap analysis framework, though part of
this problem has been overcome through duration gap analysis (see below).

3.3.3. Duration Analysis

Duration analysis expands on the gap analysis presented above by taking duration into
account. Again, the objective is to consider the impact on shareholders’ equity if a risk-free
rate, for all maturities, rises or falls, but takes the procedure one step further. Duration
analysis allows for the possibility that the average life (duration) of an asset or liability
differs from their respective maturities. Suppose the maturity of a loan is six months and the
bank opts to match this asset with a six-month CD. If part of the loan is repaid each month,
then the duration of the loan will differ from its maturity. For the CD, duration is identical
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to maturity if depositors are paid a lump sum at the end of the six months. However, if only
part of the loan is repaid each month, and depositors are paid a lump sum, a duration gap is
created, exposing the bank to interest rate risk.

Duration is the present value weighted average term to repricing, and was originally
applied to bonds with coupons, correcting for the impurity of a bond: true duration is less
than the bond’s term to maturity. The duration of an “impure” bond (that is, one with a
coupon) is expressed as follows:

Duration = T{1 — [coupon size/(MV x 1]} + [(1 + ) /7][1 — (DPVR/MV)] 3.1

where:
T: time to redemption
r: market (nominal) interest rate
MV: market value
DPVR: discounted present value of redemption

For example, suppose the problem is to compute the duration of a 10-year £100.00 bond
with a fixed £5.00 coupon. The coupon is paid annually, the first one at the end of the first
year of the investment, and the last one at the time the bond is redeemed. The current
market price for the bond is obtained by computing the present value, using the formula

e/l -1+ TT+Rr(1+nT (3.2)

where:
c: coupon value (£5.00)
r: market interest rate, with a horizontal term structure, assumed to be 10%

T: date of redemption
Rt: amount redeemed (£100.00)

In the example, the current market price of the bond is:
£100(1.1)71 4+ £50[1 — (1.1)71] = £50[1 + (1.1)7'°] = £69.277

There is a cash flow associated with the bond, and the idea is to discount each cash flow to
the present value. To compute the duration, the formula from equation (3.1) is used:

Duration = 10[1 — (£5/£6.9277)] 4 (1.1/0.1){1 — [£100(1.1)~'°/£69.277]}

= 7.661 years"”

As can be seen from the example, duration analysis emphasises market value, as opposed to
book value in gap analysis. All cash flows are included in the computation, and there is no
need to choose a time frame, unlike gap analysis.

19 As opposed to a 10 year maturity.
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Duration analysis has been widened to include other assets and liabilities on a bank’s
balance sheet with flexible interest rates, and paid by borrowers or to depositors at some
point in the future. In these cases, the duration of the equity is computed as:

Dg = [(MVa x Da) = (MVy/Dp)] = (MVa — MV)) (3.3)

where:
Dg: duration of equity
D duration of rate sensitive assets
Dy : duration of rate sensitive liabilities
MYV 4: market value of asset
MV : market value of liability

The computed duration of equity is used to analyse the effect of a change in interest rates
on the value of the bank, because it will approximate a zero coupon bond with the given
duration.?® The greater a bank’s duration mismatch, the greater the exposure of the bank
to unexpected changes in interest rates.

3.3.4. Duration Gap Analysis

Duration gap analysis estimates a bank’s overall interest rate exposure on the balance sheet,
taking into account that duration gaps are present. The key question is, in the presence
of a duration gap, how is the value of shareholders equity affected for a given change in
interest rates?

The duration of the assets and liabilities are matched, instead of matching time until
repricing, as in standard gap analysis. The on- and off-balance sheet interest sensitive
positions of the bank are placed in time bands, based on the maturity of the instrument.
The position in each time band is netted, and the net position is weighted by an estimate
of its duration, where duration measures the price sensitivity of fixed rate instruments with
different maturities to changes in interest rates. If the duration of designated deposits and
liabilities are matched, then the duration gap on that part of the balance sheet is zero.
This part of the balance sheet is said to be immunised against unexpected changes in the
interest rate. In this way, immunisation can be used to obtain a fixed yield for a certain
period of time because both sides of the balance sheet are protected from interest rate risk.
Note, however, that the protection is less than 100%, because market yields can change
in the middle of an investment period, and other risks are still present, such as credit risk.
Furthermore, the duration measure used assumes a linear relationship between interest rates
and asset value. In fact the relationship is normally convex. The greater the convexity of
the interest rate—asset value relationship, the less useful is the simple duration measure.

20 Another way of interpreting duration is that it shows how sensitive the value of assets and liabilities are to
changes in interest rates, i.e. it measures the interest elasticity of the value of an asset or liability. Saunders derives
an algebraic formula showing the link between duration and interest sensitivity of an asset (or liability). See
Saunders (2002), ch. 9. His work, in turn, is based on Kaufman (1984).
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Hence, the use of duration to measure interest rate sensitivity should be limited to small
changes in the interest rate.

Saunders (2002)?! shows how a duration model can be used to measure the overall gap
of the bank’s exposure to interest rate risk, i.e. the duration gap. Begin by summing up the
bank’s duration of, respectively, its assets and liabilities portfolio.

Da: the market value weighted average of the individual durations of each asset in
the portfolio
Dy: the market value weighted average of the individual durations of each liability

AE =AA - AL 34

where:
AE: the change in net worth of the bank
AA: the change in market value of assets for a given change in interest rates
AL: the change in market value of liabilities for a given change in interest rates

Saunders (2002, pp. 208—-211) shows the net worth of the bank can be expressed as:
AE = —(adjusted duration gap) x asset size X interest rate shock

where
interest rate shock = AR/(1 + R)

where R is the yield to maturity, and will change, for example, as a result of a change in the
interest rate set by the central bank:

adjusted duration gap = duration gap Da — GD¢

where Dy is adjusted for the proportion of assets funded by liabilities (e.g. deposits, or
other borrowed funds) rather than equity. That is, Dy is adjusted for gearing or leverage:
G = L/A, where A is total assets and L is the bank’s liabilities, excluding equity.
Thus:
AE = —[Ds — GD] x A x AR/(1 +R) (3.5)

Example:

Assume Dp = 4 years and Dy = 2 years.

Assets on the balance sheet are £200 million; liabilities consist of £150 million of borrowed
funds and £50 million of equity. So L/A = 150/200 = 0.75 and GD = (0.75)(2) = 1.5.

Suppose the bank expects interest rates to rise by 0.5% from 5% to 5.5%. Then
AR = 0.005 and (1 + R) = 1.05, so AR/(1 + R) = 0.00476.

2l Saunder’s work, in turn, is based on Kaufman (1984).
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So AE = —(4 — 1.5) x £200000000 x 0.00476 = —£2 380000 or — £2.4 million.
Thus, as a result of an increase in interest rates, the net worth of equity holders will fall

by £2.4 million.

The Basel Committee (see Chapter 4) recommends that banks using the standardised
approach for market risk also adopt this method for monitoring their interest rate exposure.

3.3.5. Liquidity Risk and Asset-Liability Management

The ALM group in a traditional bank is also responsible for the management of liquidity
risk. As defined earlier, it is the risk that a bank is unable to meet its liabilities when they fall
due. Liquidity risk is normally associated with the liabilities side of the balance sheet when
depositors unexpectedly withdraw their financial claims. Assuming the liquidity preferences
of a bank’s customers are roughly constant, the problem usually arises if there is a run on the
bank as depositors try to withdraw their cash. A bank liquidity crisis is normally triggered
either by a loss of confidence in the bank or because of poor management practices, or the
bank is a victim of a loss of confidence in the financial system, caused, possibly, by the
failure of another bank. Contagion and systemic risk are discussed in detail in the next
chapter. However, if the bank experiences an unusually high deposit withdrawal rate, and
lacks the cash or is unable to borrow the money quickly, it is faced with liquidating its
longer-term investments, possibly in a market where other banks and investment houses
are also selling, pushing down prices.

A bank can also experience liquidity problems on the asset side of the balance sheet,
caused by large numbers of unexpected loan defaults. Banks have also been caught out
granting credit lines which they do not expect to be drawn down, but which are subsequently
used by the borrowers. If an economy goes into recession relatively quickly, these banks
may see firms drawing down their credit lines all at once, which will put pressure on their
liquidity. There is also liquidity risk linked to off-balance sheet transactions, and to a
slow-down or collapse in the payments system.

If a bank does experience liquidity problems, the central bank is usually willing to lend
to them at some penal rate, which is costly for the bank. Also, the central bank will have
to be reasonably certain that the problem is one of illiquidity and not insolvency. Banks
will borrow funds on the interbank markets or from other sources before they approach the
central bank, but again, this is costly for the bank, and undermines its profitability.

The objective of liquidity risk management should be to avoid a situation where the net
liquid assets are negative. Gap analysis can be used to manage this type of risk. The gap is
defined in terms of net liquid assets: the difference between net liquid assets and volatile
liabilities. Liquidity gap analysis is similar to the maturity ladder for interest rate risk, but
items from the balance sheet are placed on a ladder according to the expected time the
cash flow (which may be an outflow or an inflow) is generated. Net mismatched positions
are accumulated through time to produce a cumulative net mismatch position. The bank
can monitor the amount of cash which will become available over time, without having to
liquidate assets early, at penal rates.
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Table 3.4 Liquidity Funding — Maturity Ladder Approach (£000)*

Week 1 Week 2 Week 3 Week 4

Cash inflows 12000 10000 10000 8500
Assets (week they mature) 1500 8000 2000 1000
Sales planned 10000 1000 3000 2500
Agreed credit lines 500 1000 5000 6000

Cash outflows 11700 9500 10700 8900
Liabilities due 7000 3000 9000 4000
Contingent liabilities (e.g. credit lines) 4500 6000 1500 4500
Unplanned cash outflows 200 500 200 400

Net funding needs —300 —500 700 400

Cumulative net funding needs —300 —800 —100 300

*It is assumed that each week is 5 working days, and all sums are received on the last working day of each
week (Fridays).

The Bank of International Settlements (2000) has outlined a maturity ladder approach,
which consists of monitoring all cash inflows and outflows, and computing the net funds
required. A simple version of this type of ladder appears in Table 3.4.

The ALM group in a bank is not normally responsible for risk management in other
areas, though how risk management is organised does vary from bank to bank. In some
banks, the ALM group has been replaced by a division with overall responsibility for risk
management, but credit risk continues to be managed separately. Increasingly, 21st century
banks have a division with overall responsibility for coordinating risk management.

The management of interest rate risk has moved beyond the traditional gap and duration
analysis because banks have increased their off-balance sheet business and the use of
derivatives. Derivatives were discussed briefly in Chapter 2, but the next section provides a
more detailed coverage of derivatives and their role in risk management.

3.4. Financial Derivatives and Risk Management

3.4.1. Types of Financial Derivative

Before looking at how banks manage credit and market risk, this section considers the role
of financial derivatives in risk management, because they are part of a bank’s tool kit for
managing risk. Derivatives were touched upon briefly in Chapter 2, which provided some
basic definitions and noted the rapid growth in the derivatives market after 1980.
Financial Derivatives (or derivatives for short) are instruments that allow financial risks
to be traded directly because each derivative is linked to a specific instrument or indicator
(e.g. a stock market index) or commodity.?? The derivative is a contract which gives one
party a claim on an underlying asset (e.g. a bond, commodity, currency, equity) or cash
value of the asset, at some fixed date in the future. The other party is bound by the contract

22 From Gray and Place (1999), p. 40.
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to meet the corresponding liability. A derivative is said to be a contingent instrument
because its value will depend on the future performance of the underlying asset. The traded
derivatives that are sold in well-established markets give both parties more flexibility than
the exchange of the underlying asset or commodity.

Consider the case of the pig farmer who knows that in six months’ time s/he will have a
quantity of pork bellies to sell. The farmer wishes to hedge against the fluctuation in pork
belly prices over this period. He/she can do so by selling (going short) a six-month “future”
in pork bellies. The future will consist of a standard amount of pork bellies, to be exchanged
in six months’ time, at an agreed fixed price on the day the future is sold. The agent buying
the pork belly future goes long, and is contractually bound to purchase the pork bellies in
six months’ time. The financial risk being traded is the risk that the value of pork bellies
will change over six months: the farmer does not want the risk, and pays a counterparty
to assume it. The price of the future will reflect the premium charged by the buyer for
assuming the risk of fluctuating pork belly prices. The underlying asset (or “underlying”) is
a commodity, pork bellies, and the futures contract is the contingent claim. If the actual
pork bellies had been sold, the farmer would face uncertainty about price fluctuations and
might also incur some cost from seeking out a buyer for an arm’s-length contract. The future
increases the flexibility of the market because it is sold on an established market. Similarly,
in the currency markets, futures make it unnecessary for the actual currency (the underlying
instrument) to be traded.

The key derivatives are futures, forwards, forward rate agreements, options and swaps.
Table 3.5 summarises the different types of derivatives, and shows how they are related to
each other.

Recall from Table 2.1 that exchange traded instruments grew from $1.31 trillion in 1988
to $14.3 trillion in 2000. The main organised exchanges are the London International
Financial and Futures and Options Exchange (LIFFE), the Chicago Board Options Exchange
and the Chicago Mercantile Exchange. Smaller exchanges include France’s Matif and

Table 3.5 Summary of Derivatives

Transaction Traded on Over-the-Counter
an Exchange (or non-standardised contracts,
not traded via an exchange)

The purchase or sale of a commodity or Future Forward
asset at a specified price on an agreed
future date

Cash flows (linked to currencies, Swaps
bonds/interest rates, commodities,
equities) are exchanged at an agreed
price on an agreed date

A right but not an obligation to engage Option OTC option
in a futures, forward or swap Swap option: an agreement
transaction to transact a swap

Source: Gray and Place (1999).
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Germany’s Deutsche Terminbdrse. These exchanges also act as clearing houses. If a trader
from Barclays Capital sells a future to the Royal Bank of Scotland Group (RBS), LIFFE
will buy the future from Barclays and sell a future to RBS. This way, neither bank need be
concerned about counterparty risk, that is the failure of one of the two banks to settle on
the agreed future date. However, LIFFE does incur counterparty risk, which it minimises
by requiring both banks to pay initial and verification margins. An initial margin is paid
at the time the contract is agreed. However, between the time of the agreement and its
expiry date, the price of the future will vary. The future will be marked to market each day,
and based on the daily movement in the price, a variation margin is paid and settled, i.e.
if losses are incurred, the bank has to pay the equivalent amount of the loss to the clearing
house, while the other bank has made a profit, which it receives from the clearing house.
Some banks will have millions of futures (and options) being traded on a given day, so at
the end of the trading day, traders will receive their net profits, or pay their net losses to the
clearing house.

Over the counter (OTC) market instruments, tailor-made for individual clients, con-
sist of forwards, interest rate and currency swaps, options, caps, collars and floors, and
other swap-related instruments. Table 2.1 shows they grew 50-fold, from $1.3 to $61.4
trillion between 1988 and 2000. Note the share of the OTC market as a percent-
age of the total market has risen from just over 50% in 1988 to 81% by 2000. OTC
derivatives are attractive because they can be tailor-made to suit the requirements of
an organisation. They are also the principal source of concern for regulators, because
of the added risks inherent in this type of market. For example, in the absence
of an exchange, there is no clearing house, so the two parties incur counterparty
risk. For this reason, an increasing number of OTC markets do require margins to
be paid.

Though Table 2.1 indicates a rapid growth in the derivatives markets, their use by
banks is concentrated among a few of the world’s largest banks. A 1998 BIS survey
reported that 75 market players are responsible for 90% of activity in financial derivatives.
This confirms earlier studies (e.g. Bennett, 1993; Sinkey and Carter, 1994). The key
US and European banks such as Deutsche, Dresdner, Citigroup, JP Morgan Chase and
Nations Bank dominate the derivatives market. Sinkey and Carter found that within the
USA, 13 members of the International Swaps and Derivatives Association accounted for
81.7% of derivatives activities. Other banks have access to risk management opportunities
offered by derivatives market through correspondence relationships with one of the main
players.?® The survey was reviewing OTC markets, and reports that interest rate instruments
(mainly swaps) make up 67% of the market, followed by foreign exchange products
(30% — forwards and foreign exchange swaps); equities and commodities make up 2% of
the market.

The capital needed to finance the derivative is lower than it would be if the bank
were financing the instrument itself. The main difference between the risk associated
with derivatives and traditional bank risk management is that prior to these financial

3 Correspondent banking can involve other activities such as loan syndication, or the sale of part of a loan
portfolio to a larger bank.
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innovations, banks were concerned mainly with the assessment of credit risk, and after the
Third World debt crisis (1982), a more specialised form of credit risk, sovereign risk. Banks
continue to lend to countries, corporations, small businesses and individuals, but banks can
use derivatives to:

o Hedge against risk arising from proprietary trading;

¢ Speculate on their trading book;

¢ Generate business related to transferring various risks between different parties;

e Use them on behalf of clients, e.g. putting together a swap arrangement, or advise clients
of what instruments they should be using;

o Manage their market (including interest rate and currency risk) and credit risk arising
from on- or off-balance sheet activities.

The growth in the use of derivatives by banks has meant management must consider
a wider picture, that is, not just on-balance sheet ALM, but the management of risks
arising from derivatives. These OBS commitments improve the transparency of risks, so risk
management should be a broad-based exercise within any bank.

Futures

A future is a standardised contract traded on an exchange and is delivered at some future,
specified date. The contract can involve commodities or financial instruments, such as
currencies. Unlike forwards (see below), the contract for futures is homogeneous, it specifies
quantity and quality, time and place of delivery, and method of payment. The credit risk
is much lower than that associated with a forward or swap because the contract is marked
to market on a daily basis, and both parties must post margins as collateral for settlement
of any changes in value. An exchange clearing house is involved. The homogeneous and
anonymous nature of futures means relatively small players (for example, retail customers)
have access to them in an active and liquid market.

Forwards

A forward is an agreement to buy (or sell) an asset (for example, currencies, equities, bonds
and commodities such as wheat and oil) at a future date for a price determined at the time of
the agreement. For example, an agreement may involve one side buying an equity forward,
that is, purchasing the equity at a specified date in the future, for a price agreed at the time
the forward contract is entered into. Forwards are not standardised, and are traded over
the counter. If the forward agreement involves interest rates, the seller has the opportunity
to hedge against a future fall in interest rates, whereas the buyer gets protection from a
future rise in rates. Currency forwards allow both agents to hedge against the risk of future
fluctuations in currencies, depending on whether they are buying or selling.

Forwards are customised to suit the risk management objectives of the counterparties.
The values of these contracts are large, and both parties are exposed to credit risk because
the value of the contract is not conveyed until maturity. For this reason, forwards are
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largely confined to creditworthy corporates, financial firms, institutional investors and
governments. The only difference between a future and a forward is that the future is a
standardised instrument traded on an exchange, but a forward is customised and traded over
the counter. To be traded on an exchange, the market has to be liquid, with a large volume.
For example, it will be relatively easy to sell or buy dollars, sterling, euros or yen for three
or six months on a futures market. However, if an agent wants to purchase dinars forward,
then a customised contract may be drawn up between two parties (there is unlikely to be a
ready market in dinars), which means the transaction takes place on the forward market.
Or, if a dollar sale or purchase is outside one of the standardised periods, it will be necessary
to arrange the transaction on the forward market.

Banks can earn income from forwards and futures by taking positions. The only way they
can generate fee income is if the bank charges a client for taking a position on behalf of
a client.

Options

At the date of maturity, if an agent has purchased yen three months forward (or a future),
he/she must buy the yen, unless they have traded the contract or closed the position. With
options, the agent pays for more flexibility because s/he is not obliged to exercise it. The
price of the option gives the agent this additional flexibility. The first type of option traded
on an exchange (in 1973 in Chicago) was a call option. The holder of a European call
option has the right, but not the obligation, to buy an asset at an agreed (strike) price, on
some specified date in the future. If the option is not exercised, the buyer loses no more
than the premium he/she pays plus any brokerage or commission fees. The holder of a call
option will exercise the option if the price of the asset rises and exceeds the strike price on
the date specified. Suppose an investor buys a call option (e.g. stock in IBM) for $100 two
months later. The underlying asset is equity, namely, one share in IBM stock. The agreed
price of $100 is the strike price. If IBM stock is more than $100 on the specified day it
expires, the agent will exercise the option to buy at $100, making a profit of, for example,
$10.00 if the share price is $110. The call option is said to be in the money because the
strike price is below the stock price. If the strike price exceeds the market price — the call
option is out of the money because money is lost if the option was exercised. Though there
is no point in exercising the option, the holder does not necessarily lose out because the
whole point of buying the call option was to gain some flexibility, which in turn could have
been used as a hedge during the life of the option.

The underlying asset upon which the option is written can be a currency, commodity,
interest rate (bonds) or equity. As Table 2.1 shows, in 2000, they made up about 33% of
exchange traded derivatives, though some are traded on the OTC markets. The buyer has
the potential to gain from any favourable net movements between the underlying market
and the strike price. The seller of the option obtains any fees but is exposed to unlimited loss
should the option move so that the strike price is below the current spot price. American
call options work exactly the same way but give the holder more flexibility because the
option can be exercised during a specified period, up to the expiration date. Both types of
options are traded in the European, American and other markets.
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Exchange traded put options first appeared in 1977,%* and give the holder the right (but
not the obligation) to sell an underlying asset at an agreed price at some specified date
in the future. This time, if, on the specified date, the price of the asset is less than the
strike price, the holder will profit by exercising the option and pocketing the difference
between the strike price and the share price (if an equity). Suppose an agent buys a put
option for a barrel of wheat, at an agreed price of $50.00 in three months’ time. On
the specified date three months later, the price of wheat has fallen to $45.00 per barrel.
Then the option is exercised: the holder buys wheat in the market at $45.00 and sells it
for $50.00.

The subject of options pricing can fill an entire book, and the objective here is to identify
the factors influencing the price of options and return to the main theme of this chapter,
risk management. One can summarise it reasonably simply. To understand how an option
is priced, think what buyers pay for. They are buying flexibility and/or to hedge against risk
exposure. This is because stock, commodity and other financial markets can be volatile,
and like the farmer selling wheat three months in the future, the agent is hedging against
losing money as a result of volatility. So the more volatile the asset, the higher the price of
the option.

The time to expiry also affects the price of the option, and the relationship is non-linear.
Suppose an option expires in 60 days. Then when the option was agreed only one or two
days before, the price is not affected much — there is a small decline in price because the
exercise date is still quite far away. As the option ages, the fall in price will be much steeper
between two days than it is when the option was only one or two days old. After two
days, 2/60ths of the time value has eroded but after 50 days, 5/6ths of the time has eroded,
and there is less time for the instrument underlying the option to move in a favourable
direction. The loss of time value as the option ages is known as time decay, hence the
option price tends to decay while T is positive, then vanishes on the expiry date. The final,
direct influence of the price of the option is the difference between the strike price (S) and
the spot price, i.e. the current price of the underlying instrument (S,).

To summarise:

call option price = f[max{(S, — Sk, 0); V, T}]
put option price = f[max{(Sx — S;, 0); V, T}]

where:
Sk strike price
Sp: spot price
V: volatility, always a positive influence on the call or put option price
T: time to expiry, the option price tends to decay when positive and vanishes on expiry
The value of an option can never be negative

Options can be bundled together to create option-based contracts such as caps, floors
or collars. Suppose a borrower issues a long-term floating rate note, and wants partial

24 The Chicago Board Options Exchange was where call and put options were first traded on an exchange.
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protection from a rise in interest rates. For a premium, the borrower could purchase a Cap,
which limits the interest to be repaid to some pre-specified rate. A Floor means the lender
can hedge against a fall in the loan rate below some pre-specified rate. Collars, where the
buyer of a cap simultaneously sells a floor (or vice versa), mean the parties can reduce the
premium or initial outlay.

Currency Options are like forward contracts except that as options, they can be used
to hedge against currency fluctuations during the bidding stage of a contract. Purchasers
of options see them as insurance against adverse interest or exchange rate movements,
especially if they are bidding for a foreign contract or a contract during a period of volatile
interest rates.

Call options for assets have, in theory, unlimited scope for profit because there is no
ceiling to the price of the underlying instrument, such as a stock or commodity. For example,
unexpected news of a widespread failure of the cocoa crop can cause the price to soar, or
there can be bubble-like behaviour in certain shares, such as the technology stocks in the
1990s. Provided the option is exercised before the bubble bursts, option holders can make a
great deal of profit. At the same time, their losses are limited to the premium they pay on
the option.

For put options, the price of the underlying instrument can never fall below zero, so there
is a ceiling on profits for puts. To see the contrast, return to the cocoa example. Suppose
an agent buys a call option with a strike price of $60, that is, a right to buy a unit of cocoa
for $60. In the event of widespread crop failure, the price soars to $100 per unit, giving the
holder of the call option a profit of $40. The agent’s profit is unlimited because the price, in
theory, can keep on rising. But for a put option, where the holder has a right to sell a unit
of cocoa, the profit is limited. If the strike price for the put option is $50, in the event of a
cocoa glut, profits are limited to $50 because the cocoa price cannot fall below zero.

Consider the example below, taken from The Financial Times. Table 3.6 is part of the
figures reproduced from The Financial Times. The table states that the index is “£10 per full
index point”. It is possible to buy a call or put option for the FTSE 100 index at different
levels. All profit and loss figures are multiplied by 10 to give the appropriate sterling sum.
C reports the call units and P the put units, for a given FTSE index level, for July to
December — each is priced at £10 per unit. On 24 June, the volume of puts (29 273) far
exceeded that of calls (12 965), possibly because it had risen strongly in the spring of 2003,
and many more agents are looking for the right to sell rather than buy options on the FTSE
index, anticipating a greater downside than upside risk in the coming months.

Suppose the agent decides to purchase a call option on the FTSE 100 at 3725, to expire
in July. On 24 June, the agent buys 351 units at £10 per unit for the right to buy at 3725 in
July. The right is exercised if the index exceeds 3725 in July, but not otherwise. At 3726,
the agent recoups £10 from the £3510 paid, so exercises the call, even though s/he makes
an overall loss. The break-even point is 4076: (3725 4 351) = 4076. Suppose the index is
4276 in July. The agent can sell at 3725, and makes (4276 — 3725 — 351)(£10) = £2000.

All these computations exclude any interest foregone, between the time an agent
buys/pays for the call and exercises it. The call price rises with time because the greater the
time between when the call was purchased and its expiry, the greater the chance the index
will move in the agent’s favour.
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Table 3.6 FTSE 100 Index Option (£10 per full index point)

3725 3825 3925 4125

C P C P C P C P
Jul 351 10 259.5 34 175.5 104 48.5 106.5
Aug 362 29 271.5 67.5 200.5 134.5 80.5 147.5
Sept 382 55 301.5 101 230 166 113.5 182.5
Oct 404.5 71.5 331.5 125 259 190 135 201
Dec 446.5 112 373 168 306 245 188.5 207
C: call units
P: put units

Source: The Financial Times, 24 June 2003, p. 38.

Consider the put prices, given by the P column. Again, they rise over time, i.e. from
July to December, for the same reason as the call prices. Here, the agent chooses to buy
a put (the right to sell the option), to be exercised in July. S/he pays (10)(£10) = £100
for the right to sell the index at 3725. The break-even is (3725 — 10) = 3715. If, in July,
the index is >3725, the option is not exercised. For example, if the FTSE is at 3730, the
agent will lose money: (3725 — 3730 — 10)(£10) = £150, the option would NEVER be
exercised — the agent loses the initial £100 plus the £50 implicit in the FTSE indices!

If the index is <3715, the agent will not just exercise the right to sell, but will earn an
overall profit. Suppose the index has declined to 3615 in July. Then, for an initial stake of
£100, the agent makes (3725 — 3615 — 10)(£10) = £1000.

In December, the price of the put is 112, and the agent will pay £1120 for the right
to sell at 3725. The option will be exercised at any price below 3725. The break-even is
3725 — 112 = 3613. If the index falls to 3724, the agent will exercise because even though
a loss is made, it is a loss of £1110 rather than £1120. If the index is at 3613, then exercise,
but no profit is made; if the index is below 3613, then the profit is positive. For example, at
3600, the profit is:

(3613 — 3600)(£10) = £130

The risk is borne by the writers of options, the other party, who agrees to deliver/buy
the underlying asset, and receives the premium for entering into the agreement. For a call
option, the larger the difference between the strike and spot prices of the underlying asset,
the bigger the losses, because the writer is committed to deliver the asset at the strike price.
If the spot rises by a large amount, the writer, in theory, has to buy the asset at this high spot
price, then deliver it to the agent who has exercised the option to purchase at the lower
strike price. For a put option, the risk of loss is limited, since the price cannot fall below zero.

Just as in theory, profits for some options are unlimited for the holder, the downside is
the losses incurred by the writer of the option, usually a bank or other type of financial
institution. In the cocoa case, the writer has to buy the cocoa unit for $100 but sell it to
the holder for $60. So the writer’s losses are $40 less the premium. On the other hand, for
a put option and a glut in the cocoa market, losses are limited to $50, less the cost of the
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premium. If there is a crop failure, then the put option won'’t be exercised and the writer
makes a profit equal to the premium.

While option writing can be highly profitable, the potential for losses on options written
for equities and commodities is unlimited — option writers will need to have a large amount
of capital available to cover the institution. Given that the downside of writing a call
option is potentially large, clearing houses (exchanges for traded options) that register and
settle options will require a writer to make a deposit to cover an initial margin when the
option contract is initiated. In addition, the exchange will specify an amount that must
be deposited as a maintenance margin, and writers must ensure the deposit never falls
below this level. In the case of rising cocoa prices, this margin would fall as the spot price
increased, so the writer would have to top up the margin to keep it at maintenance level.

As can be seen from Table 2.1, some options are traded on exchanges, while others are
OTC. There is no clearing house for OTC options but increasingly, parties are imposing
margin-type requirements.

Swaps

Swaps are contracts to exchange a cash flow related to the debt obligation of two
counterparties. The main instruments are interest rate, currency, commodity and equity
swaps. Like forwards, swaps are bilateral agreements, designed to achieve specified risk
management objectives. Negotiated privately between two parties, they are invariably OTC
and expose both parties to credit risk. The swap market has grown rapidly since the late
1980s, for a number of reasons. Major financial reforms in the developed countries (see the
next two chapters), together with financial innovation, has increased the demand for swaps
by borrowers, investors and traders. This in turn has increased liquidity in these markets,
which attracts more users. It is also a means of freeing up capital because it is moved
off-balance sheet, though as will be seen in the next chapter, banks also have to set aside
capital for off-balance sheet activity.

Table 2.1 also shows that interest rate swaps and foreign exchange swaps are the most
common type, and the value of interest swaps increased nearly 50-fold between 1988
and 2000. The basis for an interest rate swap is an underlying principal of a loan and
deposit between two counterparties, whereby one party agrees to pay the other agreed
sums — “interest payments”. These sums are computed as though they were interest on the
principal amount of the loan or deposit in a specified currency during the life of a contract.

The most common type of interest rate swap is also known as the vanilla interest rate
swap, where the two parties swap a stream of future fixed rate payments for floating rate
payments. Suppose Jack owns SINCY plc and has a fixed rate liability. Gill owns HEFF plc
and has a floating rate liability. If they agree to swap future interest payments, then Jack
will commence making a net floating rate payment; Gill a net fixed rate payment. The
principal on the two respective loans is not exchanged, and both are still liable to make
interest payments to their respective creditors. Why enter into a swap agreement? Often it
is because there is an opportunity for arbitrage, if each party borrows in markets where they
have a comparative advantage. Suppose HEFF plc has a better credit rating than SINCY
plc. They can use the difference in credit rating to save on interest payments. Both Jack and
Gill want to borrow for 5 years by issuing 5-year bonds. Jack has a better credit rating, and
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can get the 5-year loan at either 10% fixed rate or a floating rate equal to Libor 4+ 0.5%. Gill
can borrow the same amount but, respectively, for 12.5% or Libor + 1%. If they take full
advantage of the arbitrage opportunity before them, Jack borrows at the fixed rate of 10%;
Gill borrows at the floating rate of Libor 4+ 1%. Jack borrows at a fixed rate, even though
he wants floating rate. Gill does the reverse. Together, these two save 2% (the difference
between the fixed and floating rate differentials), and they agree to split the saving. If
Jack gets 0.75% and Gill gets 2.5%, Jack’s loan is 0.75% cheaper than if he had borrowed
on the flexible rate market, and Gill saves 1.25% because she has borrowed on the fixed
rate market.
To summarise:

Credit 5-year 5-year Floating
Rating Fixed Debt Debt
HEFF plc AA 10% Libor 4+ 0.5%
SINCY plc AB 12.5% Libor + 1%
Difference (credit) 2.5% 0.5%

Arbitrage saving: 2%

Note that both these firms must be large enough to be able to issue bonds and to be rated
by agencies. HEFF may have a better credit rating because it is an older firm, and has never
defaulted, and therefore there is more information than for SINCY plc. But Jack has to
be reasonably certain that Gill won’t renege on the contract (counterparty risk), and may
agree to the swap because they have had dealings before and Jack knows Gill is good for
the payments. Put another way, Jack has more information about the creditworthiness of
Gill than the market does. Also, they will only undertake the swap if transactions costs do
not reduce the arbitrage to zero. Note that they are exposed to market risk in the form of
interest rate changes, and the bondholders continue to be exposed to credit risk and interest
rate risk if they invested in the floating rate notes.

Many banks are attracted to interest rate swaps because they tend to borrow short and
lend long. Many deposits are paid a variable rate of interest; many loans are at fixed interest.
This exposes banks to the risk of loss if there is a rise in short-term interest rates. A bank
can hedge against this risk with an interest rate swap. The bank agrees a contract with a
counterparty, to pass fixed interest payments over a certain period in return for a stream of
variable interest receipts.

A basis rate swap involves the floating part of the swap being defined in terms of two
different interest rates. For example, it could be the Bank of England base rate and Libor. A
bank seeking this type of swap may have to pay depositors the base rate less some percentage,
but loans are linked to Libor. It exposes the firm to basis risk: the risk that the relationship
between the two interest rates will change over time. More generally, basis or correlation
risk is the risk of a change in a typical gap between the movement in futures prices and
the price of the underlying asset, or, more generally, the price(s) of the instrument(s) to
be hedged is less than perfectly correlated with the price(s) of the instrument(s) used for
hedging. For example, the yield curve for a bond is normally positive, and a future will be
priced according to the relationship between interest rates and the maturity of the bond.
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Basis risk is the risk that the yield curve turns negative, thereby affecting the relationship
between the future price and the bond, which in turn will affect the value of the portfolio.

In the foreign exchange markets, there are two main types of swaps. An FX swap involves
the exchange of principal on a debt obligation (in different currencies) at the beginning
and end of the transaction. The equivalent would be for the two parties to enter into a
spot currency exchange, and a foreign exchange rate forward: they agree to swap back the
currencies at a fixed price and on a specific date.

A currency swap is a contract between two parties to exchange both the principal
amounts and interest rate payments on their respective debt obligations in different
currencies. There is an initial exchange of principal of the two different currencies, interest
payments are exchanged over the life of the contract, and the principal amounts are repaid
either at maturity or according to a predetermined amortisation schedule.

The need for currency swaps arises because one party may need to have its debt in a
certain currency but it is costly to issue that debt in the currency. For example, a US firm
setting up a subsidiary in Germany can issue US bonds but not eurobonds because it is
not well known outside the United States. A German company may want to issue dollar
debt, but cannot do so for similar reasons. Each firm issues bonds in the home currency,
then swaps the currency and the payments. Unlike an interest rate swap, the principal is
exchanged, which creates additional risks. These are credit risk (risk of default on the debt)
and settlement or Herstatt risk if there is a difference in time zones.

The market for credit swaps began to grow quickly in the early 1990s. There are
two main types: a credit default swap and a total return swap, discussed below. Both are
examples of credit derivatives. Credit derivatives are OTC contracts, the value of which
is derived from the “price” of some credit instrument, for example, the loan rate on a
loan. Credit derivatives allow the bank or investor to unbundle or separate an instrument’s
credit risk from its market risk. This is in contrast to the more traditional credit risk
management techniques (discussed below), which manage credit risk through the use of
security, diversification, setting the appropriate risk premium, marking to market, netting,
and so on. By separating the credit risk from the market risk, it is possible to sell the credit
risk on, or redistribute it among a broad class of institutions. Credit derivatives are used to
protect against credit events, which can include:

¢ A borrower going bankrupt;
e A default on the payments associated with a particular asset.

The credit derivatives market grew very rapidly in the later half of the 1990s. It has risen
from 0 in 1996 to $800 billion in 2000 to $2 trillion in 2002, measured by the amount of
net sold?® protection. At the time of writing, it is expected to double again to $4 trillion by
2004. The main players are the top seven US banks, which have a market share of 96%.2°
Based on a survey by Fitch ratings undertaken in 2003:

e Banks and brokers are net buyers of protection —$190 billion, a tiny percentage of
total loans.

25 Net sold position = sold positions minus bought positions
26 By value of outstanding contracts. These figures are from Carver (2003) and BIS (2003e).
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e Insurance firms are net sellers of protection — $300 billion.
« European regional banks are net sellers of protection — $76 billion.

These figures leave a gap of about $186 billion, which may be explained by the refusal of
hedge funds to participate in the Fitch (2003) survey. The smaller regional banks that are
net sellers of insurance include Germany’s Landesbank. This has raised concerns among
regulators, especially for the lack of transparency in the treatment of credit derivatives on
the accounts of banks and insurance firms. In their defence, the positions are quite small,
and they are getting a higher yield for relatively little risk. They are also a way for these
banks to diversify into US firms.
The key issues arising from the growth of this market include:

e Improvements in disclosure of credit risk details.

¢ Information on positions taken by hedge funds.

e Is the market dispersing credit risk or concentrating it? The findings reported by Fitch
(2003) tend to support the idea that the market is spreading credit risk across a greater
number of players.

There are two main types of credit derivatives/swaps.

A Credit Default Swap (CDS): all bonds and loans carry a risk premium. Here one party
A (e.g. a bank) pays the risk premium on a loan to party B, an insurance against the risk
of default. If the borrower defaults on the bond or loan, then party A gets a cash payment
from B to cover the losses. If there is no default, counterparty B keeps the risk premium.
For example, a bank might make an annual payment to another agent, who pays the bank
for the default should there be a default on a loan (or loans), equal to the par value of the
defaulted loan, less its value on the secondary market.

The Fitch survey found single name CDSs made up 55% of the market, rising to 80% if
insurance firms are included. Portfolio products (synthetic collateralised debt obligations,
basket trades) made up most of the rest of the market. The respective market shares are
63% for the North American market; 37% for Europe/Asia.

An issue that could undermine the growth of this market is the debate over what
constitutes a credit event, that is, default. The main problem is with restructuring, and
when it constitutes default. For example, with a syndicated loan, participants could enter
into a restructuring with a plan to trigger a default and collect payments from the buyer of
the CDS. In Europe, buyers of credit protection favour a broad definition of restructuring
because when a borrower encounters payment difficulties, the problem is usually resolved
through informal negotiation between the two parties. In the USA, a more narrow definition
is acceptable to those buying credit risk because firms that file for Chapter 11 protection
from bankruptcy have a chance to restructure before being declared insolvent.

Fitch (2003) reported 42 credit events, few of which were controversial. However,
Railtrack (in the UK — nationalised by the British government in 2002) and Xerox in the
USA have been challenged. The Xerox case prompted some sellers (e.g. insurance firms) to
refuse to agree on a CDS if restructuring was included as a credit event. They were of the
view that Xerox’s loan financing was not due to problems with its financial position, yet
swaps were triggered. Other credit events included Enron and Argentina, and no financial
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institution found its solvency threatened as a result of exposure, which indicates this market
is fulfilling its role of spreading credit risk. However, some experts take a less sanguine
view. Credit risk is being transferred away from banks, which have the most sophisticated
models for analysing it, to other financial institutions, such as insurance firms (or pension
funds), with little or no expertise in the area. This issue is discussed in more detail in
Chapter 4.

A total return swap involves two parties swapping the total returns (interest plus capital
gains or minus capital losses) related to two assets. Consider a simple example. Asset A is
on bank A’s balance sheet, and the bank receives a fixed interest rate from that asset. Asset
B is held by a counterparty, call it Bank B. This asset is linked to a floating rate, that is,
Bank B receives a stream of income at some variable market rate (e.g. Libor or some other
benchmark rate). In a total return swap, Bank A makes periodic payments?’ to Bank B,
which are linked to the total return of the underlying asset A, in exchange for, from Bank
B, periodic floating payments which are tied to a benchmark such as Libor (e.g. semi-annual
cash flows linked to a six-month Libor), that is, the total return on asset B. Usually the
swap agreement is for three to five years, but the maturity of the underlying asset may be
much longer. A total return swap may involve a bond or portfolio of bonds, a loan or loan
portfolio, or any other type of security. The receiving party need not be a bank. It could
be an institutional investor, insurance firm, or some type of fund specialising in these type
of swaps.

Suppose Bank A lends money to a borrower at a fixed rate, and some time during
the period of that loan, the borrower begins to encounter difficulties repaying the loan,
increasing the credit risk associated with it, resulting in a lower credit rating on the loan.
This is an adverse credit event for Bank A because the value of its asset, the loan, falls.
The bank has agreed a total return swap with Bank B, to hedge against the possibility of
this adverse credit event. Bank A pays the counterparty the initial interest rate charged
on the loan plus any change in the value of the loan, if the credit event occurs. This is a
cash outflow for Bank A, and represents income for the counterparty, Bank B, the fee paid
to B because it is taking on the credit risk associated with Bank A’s loan. If the adverse
credit event occurs, then Bank A pays less: the fixed interest rate minus the reduction in
the loan value. Thus, Bank B receives a reduced cash inflow. Its cash outflow to Bank A
is based on an asset paying a flexible rate (e.g. interest rate plus Libor). In the absence of
an adverse credit event, the swap becomes a standard (pay fixed/receive floating) interest
rate swap.

If Libor is correlated with the adverse credit event, and rises, then the payment made by
Bank B to A will rise if the adverse event occurs, which further compensates for the reduced
value of A’s loan. However, Libor could fall, depending on the nature of the credit event
(see below). Furthermore, unlike the pure credit swap, there is some basis risk because if
Libor changes, the net cash flows of the total return swap change, even in the absence of a
credit event.

Bank A may opt for this type of swap if the bank has had a long relationship with the
borrower, but is concerned that the borrower could default on the loan (e.g. because of

27 For example, if asset A is a bond, the payments will consist of the coupon payments plus any change in the value
of the bond itself.
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political upheaval in the borrower’s country, adverse currency movements, or because there
is an unexpected decline in demand for that firm’s product). In these situations, the bank
may want to preserve the relationship, perhaps because the firm is a customer for other
types of bank business. Since the loan never leaves Bank A’s loan book, the borrower need
never know of the bank’s concern, yet Bank A has hedged against any possible adverse
outcomes. Bank B is attracted to the swap because it gets an unchanged cash inflow if there
is no adverse credit event, and because the fixed interest rate may prove higher than the
average variable rate it pays to Bank A.

An equity swap is an agreement to exchange two payments. Party A agrees to swap
a specified interest rate (fixed or floating) for another payment, which depends on the
performance (total return, including capital gains and the dividend) of an equity index.
An equity basis swap is an agreement to exchange payments based on the returns of two
different indices.

A cross-currency interest rate swap is a swap of fixed rate cash flows in one currency to
floating rate cash flows in another currency. The contract is written as an exchange of net
cash flows which exclude principal payments. A basis interest rate swap is a swap between
two floating rate indices, in the same currency. Coupon swaps entail a swap of fixed to
floating rate in a given currency.

Like forwards and options, hedging is one reason why a bank’s customers use swaps. In
a currency, interest rate or credit swap market, a customer can restructure and therefore
hedge existing exposures generated from normal business. In some cases, a swap is attractive
because it does not affect the customer’s credit line in the same way as a bank loan. Currency
swaps are often motivated by the objective to obtain low cost financing. In general, swaps
can be a way of reducing borrowing costs for governments and firms with good credit ratings.

Hybrid derivatives

These are hybrids of the financial instruments discussed above. Variable coupon facilities,
including floating rate notes, note issuance facilities and swaptions, fall into this category.
A swaption is an option on a swap: the holder has the right, but not the obligation, to enter
into a swap contract at some specified future date. Variable coupon securities are bonds
where the coupon is revalued on specified dates. At each of these dates, the coupon rate
is adjusted to reflect the current market rates. As long as the repricing reflects the current
interest rate level, this type of security will be less volatile than one with a fixed rate coupon.
The floating rate notes (FRNs) have an intermediate term, whereas other instruments?®
in this category will have different maturities. All the periodic payments are linked to an
interest rate index, such as Libor. A FRN will have the coupon (therefore the interest rate
payments) adjusted regularly, with the rates set using Libor as a benchmark. Note issuance
facilities are a type of financial guarantee made by the bank on behalf of the client, and
have features similar to other financial guarantees such as letters of credit, credit lines and
revolving loan commitments.

28 Other variable coupon securities include variable coupon bonds (a longer maturity than FRNs) and perpetual
floaters, which never mature.
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3.4.2. Why Banks Use Derivatives

It is important to be clear on the different uses of these instruments by the banking sector.
Banks can advise their clients as to the most suitable instrument for hedging against a
particular type of risk, and buy or sell the instrument on their clients’ behalf. This may help
the bank to build on relationships and open up cross-selling opportunities. Additionally,
banks employ these instruments to hedge out their own positions, with a view to improving
the quality of their risk management.

Banks also use derivatives for speculative purposes and/or proprietary trading, when
trading on the banks’ own account, with the objective of improving profitability. It is the
speculative use of derivatives by banks which regulators have expressed concern about,
because of the potential threat posed to the financial system. Chapters 4 and 6 will return
to this issue. They may also use them for purposes of hedging, which can increase the value
of a bank by reducing the costs of financial distress or even compliance costs when meeting
regulatory standards.

Non-financial corporations are attracted to derivatives because they improve the man-
agement of their financial risks. For example, a corporation can use derivatives to hedge
against interest rate or currency risks. The cost of corporate borrowing can often be reduced
by using interest rate swaps (swapping floating rate obligations for fixed rate). Banks are
paid large sums by these firms to, for example, advise on and arrange a swap. However, some
corporations, whether they know it or not, end up using derivatives to engage in speculative
activity in the financial markets. There have been many instances where corporate clients
have used these derivative products for what turned out to be speculative purposes.

One customer of Bankers Trust, Gibson Greetings, sustained losses of $3 million from
interest rate swaps that more than offset business profits in 1993. The case was settled out
of court in January 1995, after a tape revealed a managing director at Bankers had misled
the company about the size of its financial losses. In December 1994, Bankers Trust agreed
to pay a $10 million fine to US authorities, and was forced to sign an “agreement” with
the Federal Reserve Bank of New York, which means the leveraged derivatives business at
Bankers Trust is subject to very close scrutiny by the regulator. Bankers Trust was also bound
by the terms of the agreement to be certain that clients using these complex derivatives
understand the associated risks.

In 1994, the chairman of Procter and Gamble (P&G) announced large losses on two
interest rate swaps. The corporate treasurer at Procter and Gamble had, in 1993, purchased
the swaps from Bankers Trust. The swaps would have yielded a substantial capital gain for
Procter and Gamble had German and US interest rates converged more slowly than the
market thought they would. In fact, the reverse happened which, together with another
interest rate swap cost the firm close to $200 million. The question is why these instruments
were being used for speculative purposes by a consumer goods conglomerate, and whether
the firm was correctly advised by Bankers Trust. Procter and Gamble refused to pay Bankers
Trust the $195 million lost on the two leveraged swap contracts. P&G claimed it should
never have been sold these swaps, because the bank did not fully explain the potential risks,
nor did the bank disclose pricing methods that would have allowed Procter and Gamble to
price the product themselves.
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The publication of internal tapes which revealed a cynical attitude to the treatment
of customers was unhelpful for the bank. In one video instruction tape shown to new
employees at the bank, a BT salesman mentions how a swap works: BT can “get in the
middle and rip them (the customers) off”, though the instructor does apologise after seeing
the camera; another said how he would “lure people into that total calm, and then totally
f- - - them”.?” An out of court settlement was reached in May 1996 but only after an opinion
given by the judge, who considered both parties to be at fault. P&G’s argument that swaps
came under federal jurisdiction was rejected, as was their claim that BT has a fiduciary duty
to P&G. The court also opined that Bankers Trust had a duty of good faith under New
York State commercial law. Such a duty arises if one party has superior information and this
information is not available to the other party.*® Bankers Trust was acquired by Deutsche
Bank in 1998. (See case study in Chapter 10 for more detail.)

Other well-known US banks, namely Merrill Lynch, Credit Suisse First Boston (CSFB)
and some smaller banks, were sued by a local government in Orange County, California,
after it was forced into bankruptcy in late 1994. The county borrowed money from Merrill
to purchase securities for its investment fund. Merrill also underwrote and distributed the
securities. CSFB underwrote an Orange County bond issue. The fund made a $700 million
profit, but losses quickly mounted after an unexpected rise in interest rates. Orange County’s
borrowing costs soared and the value of the securities in the investment fund collapsed.
Merrill, CSFB and other banks found themselves being accused by Orange County, and in
a separate case filed by 14 other governments that were part of the investment pool (the
so-called “Killer Bs”), of encouraging the Treasurer, Robert Citron, to invest in speculative
securities, and making false statements about the health of the county’s investments. Some
litigants even claimed the banks had a duty to inform them that the Treasurer’s actions were
inappropriate. The county also sued KPMG, its auditor, Standard and Poor’s (for giving its
bonds too high a rating), and 17 other banks.

The case never had its day in court because all the parties settled out of court. Merrill
Lynch paid Orange County $420 million, and two years later (in 2000), settled with the
“Killer Bs” for $32.4 million. Substantial settlements were also reached with KPMG, CSFB
and the other banks. In total, the settlement reached roughly $800 million. Given the $700
million in profit the fund made before the interest rate collapsed, the county was almost
fully compensated for the $1.8 million loss. The banks were probably concerned they might
be convicted by a jury, though they claimed they settled to avoid mounting legal costs.

The question is whether the banks were guilty, given the interest rate products were not
particularly complex, and the Treasurer’s conviction for securities fraud — he seemed to be
knowledgeable about the investments. Also, local governments collect taxpayers’ money to
fund expenditure. The norm is for the money to be invested in relatively safe assets, such
as Treasury bills and certificates of deposit, not to run an investment fund in the hope of
making capital gains in the financial markets.

In Japan, the currency dealers of an oil-refining company, Kashima Oil, entered into
binding forward currency contracts, buying dollars forward in the 1980s (in anticipation of

29 Source: The Economist, “Bankers Trust Shamed Again”, 7 October 1995.
3 A third criterion for duty of good faith was noted by the court: the informed party knows the other party is
acting on the basis of misinformation, though the duty would arise even if this one did not apply.
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future purchases of oil), which led to losses of $1.5 billion. Metallgesellschaft, a German
commodities conglomerate, lost $1.4 billion in oil derivatives because they sold long-dated
futures, hedging the exposure with short-dated futures. It left the firm exposed to yield curve
repricing risk, a type of basis risk — the price of the long-dated futures increased but the
short-dated prices declined.

Other examples of non-financial firms reporting significant losses because of trading on
the financial markets include: Volkswagen, which lost $259 million from trades in the
currency markets in the early 1980s; Nippon Steel Chemical, which lost $128 million
in 1993 because of unauthorised trading in foreign exchange contracts; and Showa Shell
Seikiyu, which lost $1.05 billion on forward exchange contracts. Allied-Lyons plc lost $273
million by taking options positions, and Lufthansa lost $150 million through a forward
contract on the DM/US$ exchange rate. Barings plc, the oldest merchant bank in the UK,
collapsed after losing over £800 million after a trader’s dealings in relatively simple futures
contracts went wrong (see Chapter 7).

The above cases illustrate the need for managers to ask why an instrument is being
used — that is, is it for hedging or speculative purposes? Additionally, as illustrated by the
Metallgesellschaft case, all parties to a hedging arrangement must ask whether an instrument
used to hedge out one position has exposed a party to new risks.

Any bank dealing in derivatives is exposed to market risk, whether they are traded on
established exchanges, or, for OTC instruments, there is an adverse movement in the price
of the underlying asset. For options, a bank has to manage a theoretically unlimited market
risk, which arises from changing prices of the underlying item. Banks will usually try to
match out option market risks, by keeping options “delta neutral”, where the delta of an
option indicates the absolute amount by which the option will increase or decrease in price
if the underlying instrument moves by one point. The delta is used as a guide to hedging. In
swap contracts, market risk arises because the interest rates or exchange rates can change
from the date on which the swap is arranged.

Derivatives expose banks to liquidity risk. For example, with currency options, a bank
will focus on the relative liquidity of all the individual currency markets when writing
them, especially if they have a maturity of less than one month. Swap transactions in
multiple currency markets also expose banks to liquidity risk. Additional risks associated
with derivatives include operational risk — e.g. system failure, fraud or legal problems, where
a court or recognised financial authority rules a financial contract invalid.

To summarise, once banks begin to deal in derivatives, they confront a range of risks,
in addition to credit risk. Most of these risks have always been present, especially for
banks operating in global markets, where there was a risk of volatile interest or exchange
rates. What these instruments have done is unbundle the risks and make each of them
more transparent. Prior to their emergence these risks were captured in the “price” of a
loan. Now there is individual pricing for each unbundled risk. In the marketing of these
new instruments, banks stress the risk management aspect of them for their customers.
Essentially, the bank is assuming the risk related to a given transaction, for a price, and
the bank, in turn, may use instruments to hedge against these risks. The pricing of each
option, swap or forward is based on the individual characteristics of each transaction and
each customer relationship. Some banks use business profit models to ensure that the cost
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of capital required for these transactions is adequately covered. In a highly competitive
environment, a profitable outcome may be difficult to achieve, in which case the customer
relationship becomes even more important.

3.5. Management of Market Risk
3.5.1. Background

Recall that, from the mid-1980s, as major investment and commercial banks rapidly
expanded into trading assets, new management techniques for market risk were needed,
and as a result a great deal of academic and practitioner attention has been devoted to
improving the management of market risk. An offshoot of this research has been the
development of new methods to manage credit risk, especially at the aggregate or portfolio
level. For example, JP Morgan’s Riskmetrics™ was published in 1994, and outlined the
bank’s approach to the management of market risk. Similar principles were developed for
the management of aggregate credit risk, and the outcome was Creditmetrics™, produced
in 1997. For this reason, this section begins with a review of the relatively new approaches
for managing market risk, followed by a discussion of credit risk management techniques.
Once readers acquire a general knowledge of key terms in the context of market risk, it is
reasonably straightforward to apply the same ideas to credit risk, though credit risk, as will
be seen, presents its own unique set of problems.

The central components of a market risk management system are RAROC (risk adjusted
return on capital) and value at risk (VaR). RAROC is used to manage risk related to
different business units within a bank, but is also employed to evaluate performance. VaR
focuses solely on giving banks a number, which, in principle, they use to ensure they have
sufficient capital to cover their market risk exposure. In practice, the limitations of VaR
make it necessary to apply other techniques, such as scenario analysis and stress tests.

3.5.2. Risk Adjusted Return on Capital

Bankers Trust introduced RAROC in the late 1970s, to assess the amount of credit risk
embedded in all areas of the bank. By measuring the risk of the credit portfolio, the bank
could decide on how much capital should be set aside to ensure that the exposure of its
depositors was limited, for a given probability of loss. It was subsequently expanded to include
all the business units at Bankers Trust, and other major banks adopted either RAROC or
some variant of it. The difference between RAROC and the more traditional measures such
as return on assets (ROA) or return on equity (ROE) is that the latter two measures do not
adjust for the differences in degree of risk for related activities within the bank.

RAROC on the risk adjusted return on capital is defined as:
Position’s Return Adjusted for Risk <+ Total Capital

Position’s Return: usually measured as (revenue — cost — expected losses), adjusted for
risk (volatility)
Capital: the total capital (equity plus other sources of external finance)
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Other, related measures of RAROC are used, though it is increasingly the sector standard.’!

A bank wants to know the return on a position (e.g. a foreign exchange position, or a
portfolio of loans or equity). RAROC measures the risk inherent in each activity, product or
portfolio. The risk factor is assigned by looking at the volatility of the assets’ price — usually
based on historical data. After each asset is assigned a risk factor, capital is allocated to it.
For example, a trader is assigned a risk adjusted amount of capital, based on the risk factor
for the type of assets being traded.

Using RAROC, capital is assigned to a trader, division or centre, on a risk adjusted basis.
The profitability of the product/centre is measured by returns against capital employed. If
a unit is assigned X amount of capital and returns are unexpectedly low, then the capital
allocation is inefficient and therefore, costly for the firm. An attraction of RAROC is that
it can be employed for any type of risk, from credit risk to market risk.

A bank’s overall capital will depend on some measure of volatility, and if looking at
the bank as a whole, then the volatility of the bank’s stock market value is used. Capital
allocations to the individual business units will depend on the extent to which that unit
contributes to the bank’s overall risk. If it is not possible to price the asset or marking to
market is irregular, then the volatility of earnings is one alternative that can be used. It
will also depend on how closely correlated the unit’s earnings are with the bank as a whole.
Some units will have a volatility of market value that moves inversely with the rest of the
firm, and this will lower the total amount of equity capital to be set aside. For example,
suppose the bank is universal, and owns a liquidation subsidiary which deals with insolvent
banks. Its market value is likely to be negatively correlated with the rest of the bank.

Once computed, RAROC is compared against a benchmark or hurdle rate. The hurdle
rate can be measured in different ways. If it is defined as the cost of equity (the shareholder’s
minimum required rate of return), then provided a business unit’'s RAROC is greater than
the cost of equity, shareholders are getting value for their investment, but if less than the
cost of capital, it is reducing shareholder value. For example, if the return is 15% before
tax, then if RAROC > 15%, it is adding value. The hurdle rate may also be more broadly
defined as a bank’s weighted average cost of funds, including equity.

To compute RAROC, it is essential to have measures of the following.

(1) Risk. There are two dimensions to risk: expected loss and unexpected loss. Expected
loss is the mean or average loss expected from a given portfolio. Suppose a bank makes
“home” loans to finance house repairs. Then, based on past defaults on these types of loans,
the bank can compute an expected loss based on an average percentage of defaults over
a long time period. The risk premium charged on the loan plus fees should be enough to
cover for expected losses. These losses are reported on a bank’s balance sheet, and their
operating earnings should be enough to cover the losses. A bank will set aside reserves to
cover expected losses. A bank also sets aside capital as a buffer because of unexpected losses,
which, for home improvement (or any other type of loan) is measured by the volatility
(or standard deviation) of credit losses. For a trading portfolio, it will be the volatility of
returns, i.e. the standard deviation of returns. Figure 3.1 illustrates the difference between
expected and unexpected loss and the relationship between variance and unexpected loss.

31 An example of a related measure is RORAC (return on risk adjusted capital), where the adjustment for risk
takes place in the denominator, i.e. (position’s return)/(risk adjusted capital).
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Figure 3.1 Expected Loss and Unexpected Loss (Variance).
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Source: Zaik et al. (1996).

(2) Confidence intervals. Capital is set aside as a buffer for unexpected losses, but there
is the question of how much capital should be set aside. Usually, a bank estimates the
amount of capital needed to ensure its solvency based on a 95% or 99% confidence interval.
Suppose the 99% level of confidence is chosen. Then each business unit is assigned enough
capital, on a risk adjusted basis, to cover losses for 10 out of 100 outcomes. Investment
banks may opt to use a less restrictive confidence interval of 95% (covers losses for 5 out
of 100 outcomes) if most of their business involves assets which are marked to market on a
daily basis, so they can quickly react to any sudden falls in portfolio values.

(3) Time Horizon for Measuring Risk Exposure. Ideally, the risk measured would be
based on a 5 or 10-year time horizon, but there are problems obtaining the necessary data.
Usually there is an inverse relationship between the choice of confidence interval and
the time horizon. An investment bank may have a higher confidence interval but a short
holding period (days), because it can unwind its positions fairly quickly. A traditional bank
engaged primarily in lending will normally set a time horizon of a year for both expected
and unexpected losses, recognising that loans cannot be unwound quickly. Since it cannot
react quickly, it sets a lower confidence interval of 99%.3? Note that if RAROC is being
used to compare different units in the banks, the same time horizon will have to be used.

(4) Probability Distribution of Potential Outcomes. It is also necessary to know the
probability distribution of potential outcomes, such as the probability of default, or the
probability of loss on a portfolio. The prices of traded assets are usually assumed to follow
a normal distribution (a bell-shaped curve), though many experts question the validity
of this assumption, to be discussed later in the chapter. Furthermore, loan losses are
highly skewed, with a long downside tail, as can be observed for the distribution of credit

32 Some major US commercial banks use a confidence interval of 99.97%. In this case, enough capital is assigned,
on a risk adjusted basis to each business unit, to cover losses in all but 3 out of 10 000 outcomes.
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Figure 3.2 Comparison of Distribution of Market Returns and Credit Returns.
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Source: JP Morgan (1997), CreditMetrics — Technical Document, New York, JP Morgan, p. 7.

returns shown in Figure 3.2. The skew on the loss side is due to defaults, indicating that
there is a large likelihood of earning quite small returns, together with a really small
chance of very large losses. If a bank has a large portfolio of loans, these two possibilities
explain why the distribution is skewed. Figure 3.2 shows the contrast between normally
distributed market returns and the skewed distribution of credit returns. However, if
different distributions are allowed for, then it is not possible to compare one business unit
against another.

RAROC has its limitations. First, the risk factor for each category is assigned according
to the historic volatility of its market price, using something between the past two to
three months and a year. There is no guarantee that the past is a good predictor of the
present/future. Second, it is less accurate when applied to untraded assets such as loans, some
of which are difficult to price. The choice of the hurdle rate or benchmark is another issue.
If a single hurdle rate is used, then it is at odds with the standard capital asset pricing model
(CAPM), where the cost of each activity reflects its systematic risk, or the covariance of the
operation with the value of the market portfolio — the Bs in standard CAPM. Furthermore,
if RAROC is used as an internal measure, there are no data to compute the covariances.
This means the returns on the activity being screened are considered independently of the
structure of returns for the bank. Any correlation between activities, whether positive or
negative, is ignored.

To summarise, a RAROC measure can assess what areas a bank should be allocating more
resources to, and where they should be divesting from. RAROC is also used to measure
performance across a diverse set of business units within a bank and different parts of the
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business can be compared. However, the problems mentioned above mean RAROC is a
somewhat arbitrary rule of thumb, not ideally suited to complex financial institutions. On
the other hand, making some adjustment for risk is better than ignoring it.

3.5.3. Market Risk and Value at Risk

The VaR model is used to measure a bank’s market risk, and it therefore serves a different
purpose from RAROC. It has since been adapted to measure credit risk, which is briefly
reviewed in the next section.

Though VaR was originally used as an internal measure by banks, it assumed even greater
importance after the 1996 market risk amendment to the 1988 Basel agreement — regulators
encouraged banks to use VaR. The Basel agreement was mentioned briefly in Chapter 2.
Where appropriate, some references to the Basel requirements are made in this chapter, but
Basel is discussed at length in Chapter 4.

The distinguishing feature of VaR is the emphasis on losses arising as a result of the
volatility of assets, as opposed to the volatility of earnings. The first comprehensive model
developed was JP Morgan’s Riskmetrics™, and the discussion throughout this chapter is
based on their model.

The basic formula is:

VaR, =V, x dV/dP x AP, (3.6)

where:
V,: the market value of portfolio x
dV/dP: the sensitivity to price movement per dollar market value
AP;: the adverse price movement
(in interest rates, exchange rates, equity prices or commodity prices) over time t

Time t may be a day (daily earnings at risk or DEAR), a month, etc. Under the Basel market
risk agreement, the time interval is 10 days.

Value at risk estimates the likely or expected maximum amount that could be lost on
a bank’s portfolio as a result of changes in risk factors, i.e. the prices of underlying assets
over a specific time horizon, within a statistical confidence interval. VaR models of market
risk focus on four underlying instruments, and their corresponding prices: bonds (interest
rates at different maturities), currencies (exchange rates), equity (stock market prices) and
commodities (prices of commodities such as oil, wheat or pork bellies). The principal
concern is with unexpected changes in prices or price volatility, which affects the value of
the portfolio(s).

VaR answers the question: how much can a portfolio lose with x% probability over a
stated time horizon? If a daily VaR is $46 million, and the confidence interval is 95%, the
value of the portfolio could fall by at least $46 million in an average of 5 out of every 100
trading days (a 95% probability), or daily losses would not be less than $46 million, on
average, on 5 out of every 100 trading days. The exact amount of the average daily trading
losses on each of these 5 days is unknown — only that it will be in excess of $46 million.
Or, more conservatively, if the daily VaR measure for a portfolio is €25 million, at a 99%
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confidence level, there is a 99% probability that the daily losses will, on average, be €25
million or more on 1 out of every 100 trading days. If a 10-day VaR measure is €200 million
at the 99% confidence level, then on average, in 1 out of every 100 10-day trading periods,
the losses over a 10-day trading period will be not less than €200 million.>?

Any VaR computation involves several critical assumptions.

1. How often it is computed, that is, daily, monthly, quarterly, etc.

2. Identification of the position or portfolio affected by market risk.

3. The risk factors affecting the market positions. The four risk factors singled out®* are:
interest rates (for different term structures/maturities), exchange rates, equity prices and
commodity prices.

4. The confidence interval. The confidence interval chosen is usually 99% (as required by
Basel) and one-tailed, since VaR is only concerned with possible losses and not gains.
If the loss level is at 99%, the loss should occur 1 in 100 days or 2 to 3 days a year.
The choice of 99% is a more risk averse or conservative approach. However, there is a
trade-off: a choice of 99% as opposed to 95% means not as much historical data (if it is
a historical database being used — see below) is available to determine the cut-off point.

5. The holding period. The choice of holding period [t in equation (3.6)] will depend on
the objective of the exercise. Banks with liquid trading books will be concerned with
daily returns, and hence the daily VaR or daily earnings at risk, DEAR. Pension and
investment funds may want to use a month. The Basel Committee specifies 10 working
days, reasoning that a financial institution may take more than 10 days to liquidate
its holdings.

6. Choice of the frequency distribution. Recall this issue was raised when RAROC was
discussed. The options for VaR include the following.

(a) Non-Parametric Method. This method uses historical simulations of past risk
factor returns, but makes no assumption on how they are distributed. It is known as a
full valuation model because it includes every type of dependency, linear and non-linear,
between the portfolio value and the risk factors. Basel requires that the historical data used
date back at least one year.

In the non-parametric approach, the researcher must specify the period to be covered,
and the frequency, e.g. daily, monthly or annually. It is assumed that the contents of the
portfolio is unchanged over the period, and the daily return (loss or gain) is determined.
These are ranked from worst loss to best gain. Based on a chosen tolerance level, the loss is

determined. If the frequency chosen is 2 years or 730 days, and the tolerance threshold is
10%, then the threshold bites at the 73rd worst daily loss, and VaR is the amount of this loss.
A low tolerance threshold is more conservative and implies a larger loss and bigger VaR.
(b) Parametric Method. Use of a variance—covariance or delta normal approach, which
was the method selected by Riskmetrics™. Risk factor returns are assumed to follow a certain

33 Under the 1996 Basel market risk amendment, the required VaR measure is for every 10 days, and the banks
must use a confidence level of 99%. See Chapter 4.

3% As readers will see in Chapter 4, Basel requires banks to include these four risk factors, one reason why they are
normally modelled.
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parametric distribution, usually a multivariate normal distribution. It is a partial valuation
model because it can only account for linear dependencies (deltas) and ignores non-linear
factors, for example, bond convexities or option gammas. This is why it is sometimes called
the correlation or “delta-var” variation.

If this frequency distribution is chosen, then VaR is estimated using an equation
which specifies portfolio risk as a linear combination of parameters, such as volatility or
correlation. It provides an accurate VaR measure if the underlying portfolio is largely linear
(e.g. traditional assets and linear derivatives), but is less accurate if non-linear derivatives
are present.

Banks that use variance—covariance analysis normally make some allowances for non-
linearities. The Basel Amendment requires that non-linearities arising from option positions
be taken into account.

In approaches (a) and (b), a data window must be specified, that is, how far back the
historical distribution will go. The Basel Committee requires at least a year’s worth of data.
Generally, the longer the data run, the better, but often data do not exist except for a
few countries, and it is more likely the distribution will change over the sample period. In
approach (b), there is the question of which variances—covariances of the risk factor returns
are computed.

(c) Monte Carlo®® approach. Another full valuation approach, involving multiple
simulations using random numbers to generate a distribution of returns. Distributional
assumptions on the risk factors (e.g. commodity prices, interest rates, equity prices or
currency rates) are imposed — these can be normal or other distributions. If a parametric
approach is taken, the parameters of the distributions are estimated, then thousands of
simulations are run, which produce different outcomes depending on the distributions used.
The non-parametric approach uses bootstrapping, where the random realisations of the risk
factor returns are obtained through iterations of the historical returns. In either approach,
pricing methodology is used to calculate the value of a portfolio.

Unlike (a) and (b), the number of portfolio return realisations is much greater in number,
from which the VaR estimates are derived. The Monte Carlo approach is usually rejected
because it involves a large number of computations, which present practical problems if
traders are computing VaR once, or several times a day. Computation costs are high, too.

3.5.4. VaR, Portfolios and Market Risk

It is possible to show simple applications of VaR for individual trading positions involving
two currencies or equities. However, banks compute VaR for large portfolios of equities,
bonds, currencies and commodities. Management will want an aggregate number showing
the potential value at risk for the bank’s entire trading position. This aggregate VaR is not
just a simple sum of the individual positions because they can be positively or negatively
correlated with each other, which will raise or reduce the overall VaR. The components of

35 Generally, a Monte Carlo approach models different cash flows of a particular deal, and subjects them to
thousands of simulations involving different scenarios to generate the risk parameters. For example, if a bank
agrees a loan for a particular venture, detailed cash flow models are subjected to thousands of simulations to assess
how changes in the economy will affect the probability of default, exposure at default and loss given default.
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any portfolio are sensitive to certain fundamental risks, the so-called “Greeks”. These are
as follows.

Delta or Absolute Price Risk: the risk that the price of the underlying asset will change
(e.g. the stock or commodity price, exchange rate or interest rate). The delta risk is the
effect of a change in the value of an underlying instrument on the value of the portfolio.

Gamma or Convexity Risk: the rate of change in the delta itself, or the change in the
delta for a one point move in the underlying price. It allows for situations where there is
a non-linear relationship between the price of the underlying instrument and the value of
the portfolio.

Vega or Volatility Risk:*® this risk applies when an option is involved, or a product
has characteristics similar to an option. It is the sensitivity of the option price for a given
change in the value of volatility. An increase in volatility of the underlying asset makes
the option more valuable. Therefore, if the market’s view of the volatility of the underlying
instrument changes, so too will the value of the option.

Rho or Discount Risk: this risk applies primarily to derivatives, or any product which is
valued using a discount rate, i.e. the value is determined by discounting expected future cash
flows at a risk-free rate. If the risk-free rate changes, so too does the value of the derivative.

Theta or Time Decay Risk: the time value of the option. A change in the value of
a portfolio because of the passage of time. For example, in an option theta rises with the
length of time to the strike price.

To arrive at a VaR, the components of the portfolio are disaggregated according to the
above risk factors (if they apply), netted out, then aggregated together.

Suppose a bank computes daily earnings at risk for its foreign exchange, bond and equity
positions. Then it will end up with an interest DEAR, a foreign exchange DEAR and
an equity DEAR. These will be summarised on a spread sheet, and if the bank operates
in more than one country, their respective DEARs are reported too. Assume the bank is
headquartered in Canada but also operates in the USA and the UK. Then a simplified
version of the spread sheet will look like in Table 3.7. The interest rate column is highly
simplified, for ease of exposition. Normally the interest rate risk would appear for a number
of time buckets, with a column for each bucket. “Portfolio effects” is another name for
benefits arising from diversification, which will depend on the degree to which various
markets and assets are correlated with each other. There are two to account for. The first
is the diversification effect arising from having a portfolio of currency, bonds and equity
in one country. The other allows for the effects of holding bonds, foreign exchange and
equity in more than one country. The portfolio/diversification effects will be calculated
in a separate matrix and depend on numerous intercorrelations. In the table, it has been
assumed that the diversification effects allow a total of $30 million to be reduced from the
summed DEAR, giving a total DEAR of $45 million.

To show how VaR is reported by banks, the figures from Merrill Lynch’s Annual Report are
provided. Merrill’s differentiates between trading and non-trading VaR, as can be seen from

3 As was noted in Heffernan (1996), vega is NOT a Greek letter, and a plea was made for a replacement.
Unfortunately, as was feared, vega is now accepted as a Greek letter! Even prestigious researchers of the Bank of
England have to include vega in “the Greeks”, from which this excellent description of “the Greeks” is drawn.
See Gray and Place (1999).



— [1s0]
MoDERN BANKING

Table 3.7 A Hypothetical Daily Earnings at Risk for a Canadian bank (CDN$m)

Country Interest rate Forex Risk Equity Risk Total
Risk DEAR* DEAR DEAR
Canada 20 10 30
USA 5 10 10 25
UK 5 5 10 20
Total 20 5 30 75
Gross Portfolio Effect -30
Total DEAR 45

*DEAR: Daily Earnings at Risk

Table 3.8 Merrill Lynch: value at risk ($m)

2001 2000 Daily/quarterly
Average 2001**
Trading VaR of which: 256 215 194
Interest rate & credit spread 113 81 64
Equity 94 7 61
Commodity 2 9 3
Currency 3 14 11
Volatility 44 34 35
Diversification benefit (144) (116) (92)
Firm-Wide Trading VAR 112 90 102
Non-Trading VaR*of which: 165 140 155
Interest rate & credit spread 17 67 76
Currency 20 23 19
Equity 57 47 51
Volatility 11 3 9
Diversification benefit*** (59) (44) (45)
Firm-Wide Non-Trading VaR 106 96 110

Overall VaR is based on a 99% confidence interval and 2-week holding period.

*VaR for non-trading instruments excludes US banks.

** Daily average figures for traded VaR; quarterly average figures for non-traded VaR.

** Diversification benefit: the difference between aggregate (firm-wide) VaR and the VaR summed from the
four risk categories. The difference arises because the four market risk categories are not perfectly correlated. For
example, the simulations of losses at a 99% confidence interval show the losses from each category will occur on
different days. There are similar benefits within each category.

(): negative.

Source: Merrill Lynch (2002), Annual Report, pp. 34-35.

Table 3.8. The daily trading VaR for 2001 is $256 million, which says, with an assumed
volatility of $44 million, that average trading losses could exceed $256 million in 1 out
of every 100 trading days. Had the confidence interval been 95%, average trading losses
could exceed $256 million in 5 out of every 100 trading days. Again, the actual size of the
losses on these 5 days is unknown, and could be much higher than $256 million. Table 3.8
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shows that both trading and non-trading VaR at Merrill Lynch rose between 2000 and 2001
because (according to the Annual Report, 2002, p. 35) of increases in interest, equity and
credit spread risk VaR. The figure would have been higher but for a partial offset due to the
diversification effect. Commodity trading VaR also increased more than fourfold between
the two years.

3.5.5. Problems with the VaR Approach

Danielsonn (2000, 2002) has been one of the most vociferous critics of value at risk, to be
discussed below. Other authors*” have voiced similar concerns.

The first problem with VaR is that it does not give the precise amount that will be lost.
For example, if a bank reports VaR > $1 million at the 99th percentile, it means that
losses in excess of VaR would be expected to occur 1% of the time. However, it gives no
indication as to how much VaR will be exceeded — it could be $2.5 million, $450 million
or $1 billion — there is no upper bound on what can be lost. Statistically, rather than giving
the entire tail, it is giving an arbitrary point in the tail.

Second, the simpler VaR models depend on the assumption that financial returns are
normally distributed and uncorrelated. Empirical studies have shown that these assumptions
may not hold, contributing to an inaccurate VaR measure of market risk.

Anecdotal evidence and remarks from traders suggest it is also possible to manipulate
VaR by up to a factor of five. A trader might be told to lower VaR because it is too high. By
lowering VaR the bank can increase the amount of risk, and expected profit.

VaR does not give a probability of bank failure, only losses that arise from a bank’s
exposure to market risk. On the other hand, it was never meant to. It is only a measure of
the bank’s exposure, reflecting the increased trading activities of many banks.

If all traders are employing roughly the same model, then the measure designed to contain
market risk creates liquidity risk. This point was illustrated by Dunbar (2000), commenting
on the 1998 Russian crisis. Market risk had been modelled using VaR, based on a period of
relatively stable data, because for the previous five years (with the exception of the Asian
crisis, which was largely confined to the Far East) volatility on the relevant markets had
been low. Financial institutions, conforming to regulations, employed roughly the same
market risk models. The default by Russia on its external loans caused the prices of some
assets to become quite volatile, which breached the risk limits set by VaR-type models.
There was a flight from volatile to stable assets, which exaggerated the downward price
spiral, resulting in reduced liquidity. Hence if all banks employ a similar VaR, it can actually
escalate the crisis.

The above example also illustrates that statistical relationships applied to VaR which
hold during a period of relative stability often break down and cannot be used during a crisis.
While there may be little in the way of correlation between asset prices in periods of stability,
in a crisis, all asset values tend to move together. This means any portfolio/diversification
effects will disappear.

37 See Taleb (1996, 1997), an experienced trader with an MBA and a PhD, is also highly critical of the use of
VaR. For an alternative view, see Jorion (1997).



— [s2]

MoDERN BANKING

Variations in the model assumptions with respect to the holding period, confidence
interval and data window will cause different risk estimates (Beder, 1995). Likewise,
Danielsonn (2000) demonstrates the VaR models lack robustness, that is, the VaR forecasts
across different assets are unreliable. To illustrate, Danielsonn employs a violation ratio.
Violation is defined as the case where the realised loss is greater than the VaR forecast. The
violation ratio is the ratio of realised number of VaR violations to the expected number
of violations. If the V-ratio >1, the model is under-forecasting the risk; if V-ratio <1,
it is over-forecasting. Put another way, over-forecasting means the model is thick tailed
relative to the data; under-forecasting means the model is relatively thin tailed. Danielsonn
reports disappointing results using this test. Different estimation methods produce different
violation ratios, but all vary between, for example, 0.38 and 2.18 (using variations of
Riskmetrics™).

For the above reasons, it is necessary to test the actual outcomes with the VaR predictions
of losses. However, such tests also have a problem (Kupiec, 1995) because if the period
over which the performance of the VaR model is relatively short,*® the tests lack statistical
power. It is difficult to evaluate the accuracy of the model on the basis of a year of data.
The choice of a 99% confidence interval allows for a loss to occur very 2.5 days in a year.
Danielsonn (2000) argues such an allowance is irrelevant in a period of systemic crises, or
even for the probability of a bank going bankrupt. If VaR violations occur more than 2.5
times per year under a 99% confidence interval, it does not usually indicate the bank is in
any difficulty, and in light of this point, when are VaR breaches relevant? In defence of
VaR, it was never meant to indicate that a bank was in difficulty. It is a benchmark number
for banks to use to track their market risk exposure.

Both the parametric and non-parametric frequency distributions produce measures which
rely on historical data, an implicit assumption is that they are a good predictor of future
returns. But historical simulation is sensitive to the sampling period (Danielsonn and de
Vries, 1997). For example, in an equity portfolio, the VaR outcomes will be quite different
if the October 1987 crash is included than if it is excluded. Or, looking at US share price
data from mid-1983 to mid-2000 would suggest sizeable index price falls were the exception,
and if they happened, quickly reversed themselves. Agents armed with this information
would think the future was like the past (a popular assumption in many models of VaR) and
would have found the subsequent share price declines completely mystifying, and outside
anything remotely predictable.

However, the non-parametric or historical simulation approaches are superior to the
variance—covariance approach (advocated by Riskmetrics™) for two reasons. First, financial
market returns do not always follow a normal distribution — large movements in the market
(fat tails) occur more often than indicated by the normal distribution. Second, historical
simulation allows for non-linearities between the position and risk factor returns, which are
important when the VaR being computed includes derivatives, especially options.

There are other criticisms of the use of VaR which relate to the actual 1996 Basel
Amendment and “Basel 2” agreement, but these will be discussed in Chapter 4. However,

38 For example, the 250 days specified by the Basel Amendment — see Chapter 4.
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to conclude this section, some quotes from Jorion (defending VaR) and Taleb (rejecting its
use) are helpful.

First, comments in favour of VaR by Philippe Jorion:*’

“First, the purpose of VaR is not to describe the worst possible outcomes. It is simply to
provide an estimate of the range of possible gains and losses. Many derivatives disasters
have occurred because senior management did not inquire about the first-order magnitude
of the bets being taken. Take the case of Orange County, for instance. There was no
regulation that required the portfolio manager, Bob Citron, to report the risk of the $7.5
billion investment pool. As a result, Citron was able to make a big bet on interest rates that
came to a head in December 1994, when the county declared bankruptcy and the portfolio
was liquidated at a loss of $1.64 billion. Had a VaR requirement been imposed on Citron, he
would have been forced to tell investors in the pool: Listen, I am implementing a triple-legged
repo strategy that has brought you great returns so far. Howewver, I have to tell you that the
risk of the portfolio is such that, over the coming year, we could lose at least $1.1 billion in
one case out of 20.”" (Jorion, 1997, p. 1)

“VaR has other benefits as well. By now, all U.S. commercial banks monitor the VaR of their
trading portfolios on a daily basis. Suppose a portfolio VaR suddenly increases by 50 percent.
This could happen for a variety of reasons — market volatility could have increased overnight,
a trader could be taking inordinate risks, or a number of desks could be positioned on the
same side of a looming news announcement. More prosaically, a position could have been
entered erroneously. Any of these factors should be cause for further investigation, which
can be performed by reverse-engineering the final VAR number. Without it, there is no way
an institution can get an estimate of its overall risk profile.”” (Jorion, 1997, p. 1)

“Sall, VaR must be complemented by stress-testing. This involves looking at the effect of
extreme scenarios on the portfolio. This is particularly useful in situations of ‘dormant’ risks,
such as fixed exchange rates, which are subject to devaluations. Stress-testing is much more
subjective than VAR because it poorly accounts for correlations and depends heavily on
the choice of scenarios. Nevertheless, I would advocate the use of both methods.”” (Jorion,
1997, p. 2)

“A second misconception raised in the discussion is that VaR involves a covariance matrix only
and does not work with asymmetric payoffs. This is not necessarily the case. A symmetric,
normal approximation may be appropriate for large portfolios, in which independent sources
of risk, by the law of large numbers, tend to create normal distributions. But the delta-normal
implementation is clearly not appropriate for portfolios with heavy option components, or
exposed to few sources of risk, such as traders’ desks. Other implementations of VaR do allow
asymmetric payoffs. VAR is an essential component of sound risk management systems.
VaR gives an estimate of potential losses given market risks. In the end, the greatest benefit
of VAR lies in the imposition of a structured methodology for critically thinking about risk.
Institutions that go through the process of computing their VAR are forced to confront their

39 Comments from Jorion and Taleb (1997).
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exposure to financial risks and to set up a proper risk management function. Thus the
process of getting to VAR may be as important as the number itself. These desirable features
explain the widespread view that the ‘quest for a benchmark may be over’.”” (Jorion, 1997,
p- 2)

Nassim Taleb opposes the use of VaR:*

143

. the professional risk managers 1 heard recommend a ‘guarded’ use of VaR on the
grounds that it generally works or ‘it works on average’ do not share my definition of risk
management. The risk management objective function is survival not profits and losses. One
trader, according to Chicago legend, made $8 million in eight years and lost $80 million in
eight minutes. According to the same standards, he would be ‘in general’ and ‘on average’ a

good trader.” (Taleb, 1997, p. 3)

“VaR has made us replace about 2500 years of market experience with a co-variance matrix
that is still in its infancy.”’ (Taleb, 1997, p. 1)

“[VaR can measure] the risks of common events, perhaps. Those that do not matter, but
not the risks of rare events.”’ (Taleb, 1997, p. 2)

“VaR players are all dynamic hedgers and need to rewvise their portfolios at different levels.
As such they can make very uncorrelated markets become correlated. In 1993 hedge funds
were long in seemingly independent markets. The first margin call in the bonds led them to
liquidate their positions in the Italian, French, and German bond markets. Markets therefore
became correlated.”” (Taleb, 1997, pp. 2-3)

3.5.6. Stress Testing and Scenario Analysis to Complement VaR

Given the limitations of VaR, most banks apply scenario analysis and stress testing to
complement estimates of market risk produced by VaR. Banks begin by identifying plausible
unfavourable scenarios which cause extreme changes to the value of one or more of the four
risk factors, i.e. interest, equity, currency or commodity prices. These might include an event
which causes most financial agents to act in a similar manner, prompting severe illiquidity,
as illustrated by the LTCM case, discussed earlier. Or the unexpected collapse of Enron
and WorldCom (two American financial conglomerates in 2002), creating widespread fears
about the quality and accuracy of company financial statements which, in turn, contributed
to unexpected, dramatic declines in a key or several stock market prices. Other scenarios
might be ill-founded rumours which prompt unexpected cash margin calls or changes in
collateral obligations.

The stress test, based on a scenario, computes how much a bank’s portfolio could lose.
Note the difference from VaR, which estimates the maximum amount that a portfolio,
security or business unit (of the bank) could lose over a specified time period. In VaR, the
third and fourth moments are assumed to be zero. Some forms of stress testing go beyond the

40 Comments from Taleb (1997) and Taleb and Jorion (1997).
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second moment of the distribution (volatility) and consider the third (skewness) and fourth
moment (kurtosis) of the distribution. Skewness will include the worst case outcomes.
Kurtosis describes the relative thinness or fatness of the tails of a distribution compared to a
normal distribution. For example, in a credit portfolio, if the loss distribution is leptokurtic
(i.e. has fat tails), meaning extreme events are more likely than in a normal distribution
(e.g. one large credit default results in massive losses). Thin (platykurtosis) tails suggests
the opposite.

The size of the change in key risk factors will have to be computed. One group*!
recommended changes in volatility such as currency changes of plus or minus 6%, or a 10%
change in an equity index. The bank must also choose the frequency with which the stress
tests should be conducted.

As a practical example, suppose there are two scenarios: (1) a 40% decline in UK and
world equity prices or (2) a 15% decline in residential and commercial property prices. If
these are the scenarios, the next step is to decide what stress tests should be conducted.
Banks could be asked to identify the potential impact of (1) and (2) on market risk, credit
risk and interest rate risk. In addition (or alternatively), building societies could be asked
to compute the impact of (1) and (2) on the retail deposit rate, the mortgage rate and the
income of building societies. The complexity of the stress tests that must be performed is
immediately apparent. Complicated models are required if the banks or building societies
are going to produce realistic answers to the questions.

A final task is to decide how to use the results. This presents a very difficult problem for the
bank because, by definition, a bank cannot forecast “surprises” or unexpected events. Nor can
it judge how frequently they will occur, and therefore, whether or not a special reserve should
be created. Furthermore, if such a reserve is kept, how much should the bank be setting aside?

3.6. Management of Credit Risk
3.6.1. Background

Market risk has received an inordinate amount of attention in recent years but managing
credit risk is the “bread and butter” of most commercial banks. Every commercial bank, by
definition, has a loan portfolio. Increases in credit risk will raise the marginal cost of debt
and equity, which in turn increases the cost of funds for the bank. Techniques for credit
risk management are well known because the banking sector has had a long history of
experience in this area. Nonetheless, loan quality problems are an important cause of bank
failure, as will be seen in Chapter 6. For this reason, all bankers, not just those in a credit
risk department, should be aware of the key factors affecting the quality of a loan portfolio,
and the methods for managing it.

3.6.2. Credit Risk Decisions: Retail versus Corporate

If a bank is looking to minimise its aggregate credit risk, then good risk management of
retail and corporate lending is essential. The approaches taken for retail and corporate loans

41 Derivative Policy Group (1995).
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differ considerably, mainly because a corporation is able to produce a variety of financial
ratios, which are not available when the suitability of an individual or a small firm for a loan
is being assessed. Most bankers concede that lack of information makes retail lending more
difficult than corporate lending. On the other hand, loans to corporates which turn out to
be bad can be very serious for the bank because of the large sums involved. Countless cases
abound: Maxwell and a number of London-based banks; Schroder and Deutsche Bank; and
the collapse of Enron and WorldCom. The number of incidents where retail loan defaults
have had serious consequences for a bank is very much lower, and usually occurs if a bank is
over-exposed in one area such as mortgages, and property prices collapse at the same time
as interest rates rise.

The principles used to model credit risk, and the methods used to minimise credit risk
for the retail and corporate sectors, are discussed below.

3.6.3. Minimising Credit Risk

There are five key ways a bank can minimise credit risk: through accurate loan pricing,
credit rationing, use of collateral, loan diversification and more recently through asset
securitisation andfor the use of credit derivatives. The weights applied to each of the
methods will vary, depending on whether the loan is commercial or retail.

(1) Pricing the loan: any bank will wish to ensure the “price” of a loan (loan rate)
exceeds a risk adjusted rate, and includes any loan administration costs, that is:

R =i+ ip + fees 3.7

where:
Ry : interest rate charged on the loan
i: market interest rate, such as LIBOR or an equivalent term
ip: risk premium, negatively related to the probability of the loan being repaid (ip =0
if repayment is certain)

42

In the above equation, ip and i are positively related, for one of two reasons. In the case of
a variable rate loan, if the market rate rises, so will the interest rate charged on the loan,
and the borrower will find it more difficult to repay the loan, so the probability of default
increases. Or, at very high market rates, the loan rate will rise, attracting riskier borrowers
(due to adverse selection), so the chances of the loan being repaid fall.

Other factors also influence the loan rate. If there is any collateral or security backing the
loan, the rate charged should be lower than in the absence of security. In addition, there are
non-price features: the bank may charge a high fee for arranging the loan but the interest
rate will be lower. Or, some central banks impose reserve ratios, which means a percentage
of a bank’s deposits is held at the central bank, often earning no interest. This is effectively
a tax on deposits, which banks will try to make up by imposing higher loan rates.

42 The loan rate set will also depend on the term of the loan. Normally (but not always) the longer the term the
higher the loan rate. This will be in the risk premium and will depend on the term structure of interest rates,
which is often but not necessarily upward sloping.
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Thus, the loan rate should include a “market” rate, risk premium and administration
costs. The riskier the borrower, the higher the premium. Should the risk profile of the loan
be altered, the rate should change accordingly, though if increased, it should be borne in
mind that the potential for adverse selection or adverse incentives is greater. The guidelines
may also be difficult to implement in highly competitive markets.

(2) Credit Limits: another method for controlling credit risk. Given the potential for
adverse selection, most banks do not rely solely on loan rates when taking a lending
decision. Instead, the availability of a certain type of loan may be restricted to a selected
class of borrowers, especially in retail markets. Branch managers are given well-defined
credit constraints (and checklists — see below), and borrowers usually discover they may
not borrow above some ceiling. In retail markets, banks normally quote one loan rate
(or a very narrow range of rates) and then restrict the amount individuals or small firms
can borrow according to criteria such as wealth or collateral. However, in the United
States, legislation prevents banks from discriminating against certain retail customers. The
Community Re-investment Act (1977) requires banks to provide evidence to the regulator
that loan decisions do not discriminate against the local community. Under the Home
Mortgage Disclosure Act (1975) regulators must be satisfied mortgage decisions by banks
do not discriminate on the grounds of race, income, age or income status.

By contrast, in the wholesale markets, credit limits are of secondary importance; loan
rates (and the risk premium) normally vary from business to business because banks have
more information on the value of a firm, such as independent auditor reports on a company’s
financial performance.

(3) Collateral or Security: Banks also use collateral to reduce credit risk exposure.
However, if the price of the collateral (for example, houses, stock market prices) becomes
more volatile, then for an unchanged loan rate, banks have to demand more collateral to
offset the increased probability of loss on the credit. Another problem that can arise is if
the price of collateral is negatively correlated with the ability of the borrower to repay, that
is, as the probability of default among a borrower class increases, the price of the collateral
declines. For example, in the 1980s, Texan banks made a large number of loans to firms in
the booming oil industry, and the collateral was often the oil well(s) or Texan real estate.
When oil prices collapsed, the value of the collateral also collapsed. In the late 1980s, over
a quarter of US banks that failed were located in Texas.

In Britain, building societies and banks tend to enter into flexible rate mortgage
agreements with homeowners, using the property as collateral. In the early 1990s, interest
rates began to rise to counter inflation. The housing boom came to an abrupt end, and
house prices fell rapidly. Householders who had borrowed up to 100% mortgages found
themselves holding negative equity: the value of the house was less than the cost of the total
outstanding mortgage. Many households were unable to make the mortgage repayments as
recession set in and the unemployment rate rose. The banks/building societies realised they
would end up having to dispose of real estate at very low prices. So many accommodated
distressed borrowers, by allowing interest repayment holidays and other measures which
meant increased arrears. Though costly, losses would have been far higher if houses were
repossessed and sold. These examples illustrate an important point. Collateral tends to be
a more effective means of managing risk for short-term (e.g. overnight loans) because the
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risk of its value changing is quite low. In this context, for big corporates and other banks, a
bank will often use haircuts: an extra amount of collateral (in the form of a margin) applied
to a loan, i.e. collateral plus a margin. Even with an overnight loan, there is a chance the
value of the collateral will decline. A haircut is the amount by which the collateral exceeds
the principal of a loan. For example, for an overnight loan the banks may ask for collateral,
the value of which is 5% greater than the amount loaned.

(4) Diversification: Additional volatility created from an increase in the number of risky
loans can be offset either by new injections of capital into the bank or by diversification.
New loan markets should allow the bank to diversify and so reduce the overall riskiness
of the loan portfolio, provided it seeks out assets which yield returns that are negatively
correlated. In this way, banks are able to diversify away all non-systematic risk. Banks should
use correlation analysis to decide how a portfolio should be diversified. An example of a
lack of lending diversification was the US savings and loans sector, or “thrifts” in the 1980s.
Regulations required a high percentage of their assets to be invested in home mortgage loans
and mortgage-related securities. The thrifts tried to diversify by moving into commercial
real estate financing, and later got involved with new financial innovations about which
they knew little, resulting in a costly debacle — over 1000 failed. (see Chapter 6). Banks can
help to ensure they are properly diversified by setting concentration limits: the bank sets a
limit on the amount of exposure in relation to a certain individual or sector.

(5) Credit Derivatives and Asset Securitisation: recall from Chapter 2 that asset
securitisation is a method of reducing credit risk exposure, provided a third party assumes
responsibility for the credit risk of the securitised assets. As discussed earlier in the chapter
credit risk derivatives can be used to insure against a loan default.

3.6.4. Assessing the Default Risk of Individual Loans

Most banks have a separate credit risk analysis department — their aim is to maximise
shareholder value-added through credit risk management. Managerial judgement always
plays a critical role, but a good credit risk team will use qualitative and quantitative methods
to assess credit risk. The use of different methods will be determined by the information the
bank can gather on the individual.

If a bank is unable to obtain information on a potential borrower (using, for example,
annual reports), it is likely to adopt a qualitative approach to evaluating credit risk, which
involves using a checklist to take into account factors specific to each borrower:

e Past credit history (usually kept by credit rating agencies).

e The borrower’s gearing (or leverage) ratio — how much the loan applicant has already
borrowed relative to his/her assets.

o The wealth of the borrower.

¢ Whether borrower earnings are volatile.

¢ Employment history.

¢ Length of time as a customer at a bank.

e Length of time at a certain address.

e Whether or not collateral or security is part of the loan agreement.

o Whether a future macroeconomic climate will affect the applicant’s ability to repay.
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For example, a highly geared flexible rate borrower will be hit hard by rising interest rates.
Thus, the credit risk group will have to consider forecasts of macroeconomic indicators such
as the interest rate, inflation rate and future economic growth rates.

Along a similar vein, Sinkey (2002) singled out what he calls the “fives Cs” to be used
in a qualitative assessment of credit risk.

o Character: Is the borrower willing to repay the loan?

e Cash flow: Is the borrower reasonably liquid?

o Capital: What assets or capital does the borrower have?

e Collateral or security: Can the borrower put up security (e.g. deeds to a house, share
certificates which will be owned by the bank in the event of default)?

¢ Conditions: What is the state of the economy? How robust will the borrower be in the
event of a downturn?

Quantitative models

A quantitative approach to credit risk analysis requires the use of financial data to
measure and predict the probability of default by the borrower. Different models include
the following.

Credit scoring. Here, the data from observed borrower behaviour are used to estimate
the probability of default, and to sort borrowers into different risk classes. The type of
information gathered is listed above but here, a weight is applied to each answer, and a score
obtained. The weights are obtained from econometric techniques such as discriminant or
logit analysis. Here a large amount of historical data from two populations are obtained,
from the population that defaults and a group which does not default.

Discriminant analysis assumes that a borrower will come from one of two populations:
those that default are in one population (P1) and population 2 (P2) consists of firms
that do not default. Data from past economic performance are used to derive a function
that will discriminate between types of firms by placing them in one of two populations.
Thus, if Z is a linear discriminant function of a number of independent explanatory
variables, then

Z=) aX, i=12,....n (3.8)

where ¥X; are the independent explanatory variables, such as credit history, wealth, etc.
Sample data are used to test whether the discriminant function places the borrower in one
of the two populations, with an acceptable error rate.

Logit analysis differs from discriminant analysis in that it does not force borrowers into
separate populations but instead assumes that the combined effect of certain economic
variables will serve to push a borrower over a given threshold. In this case, it would be from
the non-arrears group into the arrears group. Note that in logit analysis, the dependent
variable is a binary event, and the objective is to identify explanatory variables which
influence the event. The logit model may be written as follows:

P{(yi + 1) = 1]xi} = [T /[1 + eb+e™] (3.9)
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where:
x;;: value of the explanatory variable i at time t
P(y; + 1): probability of a firm being in arrears at time t+ 1553 =0
implies the firm is not in arrears

See Chapter 7 for a further discussion and diagram (figure 7.1)

In either the discriminant or logit models, the estimates obtained are used together with
out of sample data, to forecast which borrowers will or will not default on their loans. The
number of forecasting errors is determined. A type-I error occurs when the borrower is not
forecast to go into arrears but does and a type-II error when a borrower is forecast to go
into arrears but does not. The average costs of the two types of errors will differ. A type-I
error means the value of the lender’s assets will fall, whereas with a type-II error a profitable
lending opportunity has been missed — the bank loses in terms of opportunity cost. For this
reason, it is normally assumed that a type-I error has a higher average cost for creditors
than a type-II error. However, it is necessary to decide where the cut-off is going to be; the
optimal cut-off will depend on the value of the cost ratio, defined as:

C = average cost of type-I error <+ average cost of type-II error

For example, if a bank is very risk averse and puts a high weight on type-I errors, then C
will be high (e.g. 2.5) and the bank will require very high scores if an individual or firm is
to be approved a loan.

Individuals or corporations can be credit scored, though the variables used to determine
the score will differ. For example, an individual will be scored based on age, income,
employment and past repayment records, etc. Not all personal loans or firms are subject to
credit scoring — it can only be done if there are enough data, which requires a sufficiently
high volume of standardised loans that have been granted for some time.

Different financial ratios (such as debt to equity) are used to score corporations, as well as
any external ratings of the firm, if is creditworthy enough to be issuing its own securities.*?
The Altman (1968) Z-score model is derived from discriminant analysis and is used for
larger corporations. Based on financial/accounting ratios,* each firm is assigned a Z score
and, depending on that score, either the loan is granted or it is refused. The higher the
Z score, the lower the probability of default; If Z is lower than 1.81,% the default risk is
considered too high and no loan is made.

For example, suppose SINCY corporation is applying for a loan. Its credit rating by the
Good Rating Company is AB. The bank also requests that it provide extensive financial
information: a business plan on what the loan is for, return on assets and equities, the ratio
of debt to equity, and so on. This information is fed into a program, where every financial

4 Critical to any bond issue is a good credit history, so most firms will seek out some loans, which acts as a signal
to the market place that they are creditworthy.

# The accounting ratios used in Altman (1985) are the working capital, retained earnings, current earnings
(before taxes and interest) and sales—each expressed as a percentage of total assets and the market to book value
of equity. The original paper upon which future models are based is Altman (1968).

4 In the Altman model, the Z = 1.81 is the average of Z scores of the defaulting and non-defaulting firms.
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variable is weighted, then summed into a Z score. If it is very high, the loan is granted. If
the score is borderline (for example, 2) then the relationship the firm has with the bank
may be quite important, as well as Z scores on any previous loans which had been repaid.

Relationship banking also plays its part, especially in countries such as Germany and
Japan. If a corporation has done business with a bank for a long period of time, then an appli-
cation for a new loan will involve a combination of banker judgement and credit scoring.
This may also apply to personal customers with a long-standing credit history at a bank.

Small businesses are more difficult. They vary considerably in their activities, and failure
rates among small and medium-sized enterprises can be as high as 95%. This makes it
difficult to apply credit scoring models to this group.

Problems with Credit Scoring Models

These models are not fail safe. They are only as good as the original specification, and one
limitation is that the data are historical. Though the original discriminant analysis may
have produced a Z score which was fairly accurate, unless it is frequently updated either
the variables or the weights (assumed to be constant over time) make it less accurate. For
example, the relevant financial ratios are likely to change, and may even differ depending
on the industry being evaluated. The same remarks apply to the weights. This problem
can be minimised if the bank keeps records of their type-I and type-II errors, and acts to
implement a new model to address any necessary changes. An extensive list of variables
must be subject to regular testing in the discriminant model, and any insignificant variables
discarded. However, even a comprehensive list cannot take into account variables not easily
quantified, such as the length and nature of the relationship between borrower and bank.

A more difficult problem is that the model used imposes a binary outcome: either the
borrower defaults or does not default. In fact, there is a range of possible outcomes, from
a delay in interest payments to non-payment of interest, to outright default on principal
and interest. Often the borrower announces a problem with payments, and the loan terms
can be renegotiated. These different outcomes can be included, but only two at a time. For
example, the discriminant function can contain the default and no-default outcomes or the
no-default and rescheduling outcomes, but not both.

3.6.5. Aggregate Credit Risk Exposure and Management

Up to this point, the discussion has focused on loans to individuals or firms. All banks will
want to manage their aggregate credit exposure. A heavy concentration of loans in one
sector has the potential of threatening the survival of the bank. There are many examples
of banks getting into problems precisely because of over-exposure in one sector. The case
of the Texan banks has already been mentioned. Not only did the value of their collateral
(oil wells and real estate) fall when the oil industry began to encounter difficulties, but
these banks were over-exposed in the oil sector as a whole. In the UK, excessive lending in
the commercial property markets resulted in the illiquidity (and later, insolvency, in some
cases) of secondary banks.* In late 1972 secondary banking problems prompted a Bank of

46 The secondary banks were established in the 1960s. They borrowed on the wholesale markets to fund long-term
loans to property developers and construction firms. Problems began after the government tried to stem inflation
by raising interest rates and reducing government expenditure.
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England-led lifeboat rescue to prevent a general crisis of confidence. In Japan, the jusen
or mortgage corporations collapsed in 1995 after over-exposure in the property markets,
five years after they had been instructed by the regulators to curtail their lending to this
sector — a directive they ignored at their peril, prompting a public outcry (public taxes were
used to fund a government rescue).

When assessing aggregate credit exposure, four factors should be taken into account in
any model of credit risk. They are:*/

1. Compute the expected loss levels over a given time horizon, for each loan and for the
portfolio as a whole.

2. Compute the unexpected loss for each loan, i.e. the volatility of loss.

. Determine the volatility of expected loss for the portfolio as a whole.

4. Calculate the probability distribution of credit loss for the portfolio, and assess the capital
required, for a given confidence level and time horizon, to absorb any unexpected losses.

(O8]

In the United States, where many corporations are rated by agencies such as Standard and
Poor’s or Moody’s, it is possible to apply standard modern portfolio theory (PT) to get a
measure of aggregate exposure. Assume the banks hold traded loans and bonds. The basic
principle is diversification: provided returns on loans are not highly correlated, the bank
can raise its expected return on a portfolio of assets by diversifying across asset classes. Put
another way, suppose a bank has a portfolio consisting of two loans. The bank can achieve
the same expected return on its portfolio of assets and reduce its overall risk exposure,
provided the returns on two loans are negatively correlated.

Outside the United States, there are not many corporations which are externally rated.
Even within the USA, the majority of banks’ main portfolios consist of non-traded loans.
New methods are being developed to deal with this problem. Below, two approaches — the
KMV model and Credit Riskmetrics™ — are discussed.

3.6.6. Default Mode Approach

The default model approach draws on modern portfolio theory to measure a bank’s aggregate
credit exposure for non-traded assets, such as loans on the banking book. In PT, to obtain a
measure of the risk—return trade-off between a portfolio of assets, there must be data on the
expected return on the assets, the risk of the asset (measured by the standard deviation), and
the correlation between the risks of the assets. If these assets are loans, then this translates
into the expected return on each loan, E(R;), where i goes from 1 to n loans, the risk of
each loan o and the degree to which the risk of each loan is correlated (p; if there are two
loans, i and j).

The emphasis is on loan loss rates. CreditRisk Plus™ (developed by Credit Suisse
Financial Products) uses a default mode model. The “KM” model, developed by the KM
Corporation, also takes this approach.®® The advantages over credit VaR (discussed below)
are that less data are required, and there is no assumption of a normal distribution, which,
as was noted earlier, is unrealistic for a portfolio of non-traded loans.

4T This discussion is partly from a summary by Matten (2002).
* The firm was acquired by Moody’s in 2002. See its website: www.moodyskmv.com
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Some important assumptions are necessary.

1. Either there is a default on the loan, or there is no default. Thus any migration, which
measures the probability of a loan being downgraded, upgraded or defaulted on over a
specified period of time, is assumed to be zero.*’

2. When considering a portfolio of loans (e.g. auto, home, personal), the DM approach
assumes the probability of one loan default is independent of the probability of default
on all other loans.

3. The risk being measured. Here the focus is on credit risk — the risk of the debt not being
repaid as agreed at the time agreed, where all loans are held to maturity. Recall from the
discussion on RAROC that the unexpected loss on a loan is how the risk of the loan
is measured, and differs from expected loss which is covered in the risk premia charged.
Banks can compute the expected loss on a given loan category based on historical data.
It will be known from past experience the proportion of borrowers who will default on
home loans, car loans, etc. It will also be possible to calculate loss given default, based
on past experience. If a borrower either repays the loan, or does not, then the standard
deviation or risk of the ith borrower is the square root of the (probability of default)(1 —
probability of default). This will be incorporated into equation (3.11), below.

4. The holding period. In common with what most banks do, the holding period is defined
as one year. While a loan agreement may be for many years, specifying a holding period
of a year means the bank can take stock of the status of the loan portfolio on an annual
basis, because firms report their annual (sometimes quarterly) performance figures, and
the bank can take action should the loan appear to be in trouble.

5. Loss Given Default (LGD): The amount the bank loses if the borrower defaults. If there
is no security on the loan, and the loan is completely written off, this loss will be in
excess of the amount loaned if the book value of the loan is less than the current value of
the loan, due to compounding. If the bank is able to cash in on collateral, the LGD can
be quite low. Some defaults may involve relatively small sums, others involve substantial
losses. For example, losses on a personal loan may amount to £5000, but losses when a
business goes bankrupt can be in the hundreds of millions, which was the case with the
collapse of Maxwell Communications Corporation, LTCM and Enron.

6. Potential Credit Exposure (PCE): Refers to the amount of credit outstanding at the
time of default. If all of the loan is taken at the time it is granted, then the repayment
schedule makes it relatively straightforward to compute what the PCE is. It is assumed
that 100% of any credit line (or agreed overdraft) has been used at the time of default.
Hence, the PCE is assumed to be fixed over time.”®

To compute a loan loss value, it is necessary to compute expected loss (EL) and unexpected
loss. Recall from the earlier discussion on RAROC that the risk premium of a loan covers

4t is also assumed that the probability of default is independent of the economic cycle. It is well known that the
mean default rate rises when there is a macroeconomic downturn, and falls as the economy recovers and goes into
a boom. This additional uncertainty is allowed for in the more sophisticated DM models.

%0 However, it can vary — for example, borrowers may exceed the agreed overdraft or credit line, or if it is related
to an exposure arising from a derivative.
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the expected loss, and capital is set aside as a buffer for the unexpected loss:

EL = AVG(EDF) + AVG(LGD) + AVG(PCE) (3.10)

where:
AVG: average of ()
EDF: expected default
LGD: loan loss given default
PCE: potential credit exposure

EL, or expected loss, is the average expected loss on a loan or set of loans over a specified
length of time. Since EL is an average, averages (AVG) are used for each of the three terms
on the right-hand side of the equation.

For the portfolio of loans as a whole:

EL(portfolio) = Z EL; (3.11)

where EL; is the expected loss on the ith loan, i =1, ..., n.

Recall that unexpected loss will be determined by the volatility (standard deviation)
of the expected loss. If PCE and LGD are assumed constant, then the volatility will only
depend on the expected default rates, and since there is either default or no default, the

unexpected loss is:
UL, = +EL; (LGD — EL) (3.12)

7. Correlation between default risks. Suppose a bank has a portfolio made up of car loans
and mortgages, or the loans are to firms in different sectors. Then the likelihood of a default
occurring at the same time is quite low, unless there is severe depression or recession which
affects the majority of firms and individuals.

To obtain the unexpected loss for an entire portfolio, assume the unexpected default on
loans will be correlated. Thus, for the portfolio as a whole:

UL(portfolio) = » " ULip; (3.13)

where:
o;: correlation between the loss on the ith loan and the loss on the portfolio as a whole
UL(portfolio): standard deviation of the losses on the ith facility
UL;: standard deviation of the loss on the ith loan

Historical data are one way of computing the average correlation of each part of the
loan book. For example, a 10-year series on loan losses for each of autos, personal loans,
house loans, different categories of commercial loans can be used to estimate the standard
deviation of the portfolio’s losses. With knowledge of the standard deviations, and the
unexpected losses for each segment, then the average correlation can be obtained, i.e.

UL(portfolio) = /75 (Z UL,) (3.14)
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where:
ps: average correlation of one loan segment (e.g. personal loans) to the whole loan
portfolio

This simpler approach assumes that the average correlation remains unchanged over
time, and therefore, that the mix of different loan types is unchanged. Nor does it allow for
the effects of concentrated risks. If a bank concentrates 90% of its loans in one industry,
then its unexpected losses will be far greater than that indicated by the equation above.’!

The KMV Corporation report that default correlations vary from 0.002 to 0.15. Such
low correlation figures mean a bank can reduce their aggregate credit risk by spreading the
loans across many firms and individuals.

Example:

Assume:

o Super-Specialised Bank grants 100 unsecured bullet loans (principal and interest paid in

full when the loan matures) of £2 million each, giving a total loan portfolio of £200 million.

The probability of default on each loan is 1%.

e LGD is the value of the loan if a borrower defaults. So LGD will be £20 000 for a given
default, rising to £2 million for the whole portfolio if every borrower defaults.

¢ Based on KMV estimates, the correlation between each loan default and the portfolio as
a whole is 0.02.

Then:

EL; = £20000 on each loan, i.e. 1% of £2 million
LGD = £2 million for the portfolio (1% of £200 million)
UL; = VEL; (LGD — EL;) = /(20 000)(2 million — 20 000)
= £198997.4874 or about £200 000

The computations show the unexpected loss for the loan portfolio as a whole is roughly
£200000. The correlation between each of the 100 loans and the whole portfolio is 0.02.
Then the risk contribution of one loan to the unexpected loss of the portfolio is £3979.95
or approximately £4000°% per loan. For the entire portfolio, the loan loss is £397 995, or
approximately £400 000.

The objective is for the bank to hold enough capital to absorb unexpected losses from
the loan portfolio. To determine the appropriate confidence interval, the bank’s own rating
is normally used. Suppose the bank has an AA rating, and the bank is conservative, with a
confidence interval of 99.99%, meaning the bank is focusing on all but the worst outcome

ST KMV Portfolio Manager uses stock price correlation to deduce pi. KMV was taken over by Moody’s in 2002.
See www.KMV.com
52(0.02) X (£198, 997.48) = £3979.95, or approximately £4000.
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in 10 000. So enough capital needs to be set aside to be 99.99% certain that losses arising
from loan defaults will not cause the bank to fail. If the credit losses are normally distributed,
then 3.89 standard deviations from the mean are needed for a 99.99% confidence interval.
Then the capital to be set aside for the whole portfolio is:

(£397995)(3.89) = £1 548 200.55, or about £1.6 million

Remember, however, that for loan portfolios in particular, the assumption of a normal
distribution does not hold —see Figure 3.2. With this type of distribution, the 99.99%
confidence interval lies between 6 and 10 standard deviations from the mean. The higher
the proportion of commercial loans in a bank’s portfolio, the less likely the returns will
approach a normal distribution, because there tend to be very large losses associated with
one default, and the probability of default is more closely correlated with the economic
cycle, compared with personal loans.

Suppose this portfolio is not too heavily skewed because there are proportionately more
personal loans in the portfolio, and the 99.99% confidence interval lies 8 standard deviations
from the mean, or 8 standard deviations are needed for the 99.99% confidence level. Then
the capital to be set aside is:

Risk contribution x 8 = £397995 x 8 = £3 183 960, or approximately £3 million

Note the amount of capital to be set aside has risen because the bank, by assuming a skewed
distribution, has adopted a more conservative, or it could be argued, a more realistic, attitude.

3.6.7. Credit Value at Risk

Unlike the KMV and DM approaches, a credit VaR, e.g. Creditmetrics™, is a marked to
market approach, focusing on a loan loss value and/or a risk—return trade-off for a portfolio
of debt. In the VaR approach there is more than one single credit migration. Instead of
an asset either being a good asset or in default, in credit VaR, there is the possibility of
multiple migration, that is, a range of upgrades or downgrades. Figure 3.3 illustrates the
difference between credit migration in the two approaches. With multiple credit migration,
any upgrade or downgrade will affect the spread changes, which in turn changes the
discount rate.

VaR for market risk was covered in some detail, and space constraints preclude an
in-depth treatment of credit VaR. Suffice to say that to obtain a credit value at risk for a
given portfolio, it will be necessary to address the same list of issues raised in the section
on market VaR. The overall approach which must be taken to obtain a credit VaR is
summarised in Chart 3.1.

Credit VaR is also the target of criticisms raised with respect to market VaR. Indeed, some
of the underlying assumptions, such as a normal distribution, become even more problematic.
For detailed accounts of VaR, readers are referred to the Creditmetrics™ Technical Document,
originally published in 1997 but updated on their website: http://www.riskmetrics.com/.
In addition, Saunders (2003) explains a range of credit portfolio models, including
Creditmetrics™ and CreditRisk Plus™. Many banks use a version of the default mode
model, which is most useful when applied to portfolios of untraded personal or commercial
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Figure 3.3 Comparison of Credit VaR and Default Mode.
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loans. The credit VaR models are more appropriate for bond portfolios, which are traded
on the market, receive a debt rating and are reasonably liquid.

One final point. All models are just that: models. To work out a problem, simplifying
assumptions must be made. When applying these models in the real world, any such
assumptions must be borne in mind. In May 2003, JP Morgan Chase admitted to serious
credit problems in the investment banking arm. Yet JP Morgan’s research department,
which produced Riskmetrics™ (1994), is the home of Creditmetrics™ (1997). However,
these procedures did not prevent it from becoming “excessively” over-exposed in some
industries, especially telecommunications. Credit losses in investment banking more than
doubled from $1.2 billion to $2.4 billion between 2001 and 2002, and lending in the
telecommunications and cable sectors accounted for more than half of those losses ($1.5
billion); 10 corporate deals were blamed for most of the losses. To prevent the problem
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Chart 3.1 Credit Value at Risk.

Exposures Value-at-risk due to credit Correlations

Ratings series,

User Portfolio Credit Rating Seniority Credit Spreads o )
Equities series

Market Rating migration | | Recovery rate in| |Present value Models (e.g.
volatilities likelihoods default bond revaluation correlations)
Exposure Standard Deviation of value due to credit quality changes| |Joint credit rating
distributions for a single exposure changes

\ /

Portfolio Value at Risk due to Credit

Source: JP Morgan (1997), CreditMetrics — Technical Document, New York: JP Morgan, p. 41.

from arising again, a more centralised structure has been put in place to oversee all credit
decisions and assess risk across all asset classes. Based on their models, it might be expected
that the bank would already be doing the latter. One interesting observation is that the bank
announced it will use equity prices to assess credit risk, which is an approach developed by

KMV Moody’s.”?

3.6.8. Financial Innovation and Risk Management

The financial products discussed above are examples of recent financial innovations. Like
the manufacturing sector, financial innovation can take the form of process innovation,
whereby an existing product or service can be offered more cheaply because of a technological
innovation. Product innovation involves the introduction of a new good or service. The
new financial instruments discussed above are examples of where technological changes
resulted in product innovations.

Silber (1975, 1983) argued that product innovation arises because of constraints placed
on a bank — namely, regulation, competition and risk. Kane (1984) thought it important to
observe the regulatory and technological factors behind any financial innovation. However,
it is more useful to think of financial innovation, regulation and risk management as being
interdependent. For example, regulations (such as exchange controls) can be a catalyst for
financial innovation which allows bankers to bypass the rules. The eurocurrency markets
developed in just this way — US interest rate restrictions and limits placed on foreign direct
investment by US multinationals, together with UK exchange controls, created a demand
for and supply of an offshore dollar market, the eurodollar market. As technology advanced,

53 Source of this information: Silverman (2003), The Financial Times.
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this became the eurocurrency market, allowing bankers to trade in all the key currencies
outside any domestic regulations. Even though most of the offending regulations have since
been relaxed, the market continues to thrive.

Risk management and financial innovation are also interdependent. Financial innovation
has made it possible to unbundle the different types of risks which, in turn, has led to
measurement of different types of risks. At the same time, financial innovation has forced
banks to re-examine their risk management systems, because banks are increasingly exposed
to new forms of risk, which are quite different in nature from the traditional credit risk.
For example, Bankhaus Herstatt collapsed in 1974 because of inexperience in dealing with
foreign exchange risk. However, to date, very few bank collapses can be said to have been
caused by a failure to understand risk exposure associated with a new instrument.

3.7. Risk Management by Major Global Bank

Barclays Bank plc very kindly agreed to provide information on how a major global bank
actually manages its risk.”* Barclays is a long-established British bank, headquartered in
London but with major global operations. By tier 1 capital, it is the fourth largest UK bank,
and ranks 14th in the world, according to the July 2003 edition of The Banker. Chart 3.2
shows the way Barclays organises its risk management. Essentially, risk is managed along two
lines, by type of risk and by different business units. Four directors, each in charge of a certain
type of risk (e.g. credit risk, market risk) report to a group risk director, as do three directors in
charge of functional support, such as regulatory compliance. Seven “business risk” directors
also report to the group risk director. One business unit is their investment banking arm,
Barclays Capital, others include Barclaycard, Business Banking and Barclays Private Clients.

Barclays classifies risk into four categories: credit, market, non-financial and other risk.

Credit Risk is defined as the risk that customers will not repay their obligations, and is
divided into retail and wholesale risk.

Market Risk is the risk of loss due to changes in the level or volatility of market rates or
prices such as interest rates, foreign exchange rates, equity prices and commodity prices. It
is incurred as a result of both trading and non-trading activities.

Non-financial Risk consists of operational risk, using the Basel definition (see p.110,
Chapter 4) and business risk, defined as the potential to incur a loss because of an
unexpected decline in revenue, which cannot be offset by a corresponding decrease in costs.

Other risk includes risks arising from all other sources, such as property, equipment,
associates (e.g. risk linked to joint ventures), and so on. Given the diversity of risks in this
category, there is no further discussion of it in this section.

Barclays divides market risk into trading risk and retail market risk. Trading risk is
primarily incurred by Barclays Capital and Treasury operations — used to support customer
services, such as the sale or purchase of foreign currencies. DVaR, or daily value at risk of
the exposure, is the central measure used in Treasury operations and at Barclays Capital.
Trading market risk is evaluated through a multiple of the DVaR (e.g. DVaR times some
multiple). The same method is employed for Treasury operations but with a higher multiple.

5* The author would like to thank Mick Green, Tim Thompson, and Saadia Mujeeb, of Barclays Bank plc for their

assistance in supplying this information.
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Retail market risk arises from imperfect hedges against customer products, either due to the
unexpected customer behaviour or losses arising from residual unhedged positions. It applies
to all fixed rate, capped rate or index-linked products, across all business units, except for
Barclays Capital. There are three categories. Prepayment risk — the risk that customer repay-
ments or withdrawals are unexpected. Recruitment risk — the risk that the bank fails to sell
the expected amount of a fixed rate product (e.g. bond), usually due to an adverse movement
in market rates. In this event, the bank has to adjust the hedge, by buying/selling interest
rate swaps. It can affect the expected cost of funds. Finally, residual unhedged risk — occurs
if the actual hedge positions differ from the hedge positions determined by the hedge models
that are used. Again, the risk is estimated based on a multiple of the DVaR of the exposure.

Wholesale Credit Risk is the risk of losses arising from default by a wholesale counterparty.
Though Barclays uses both Creditmetrics™ and KMV Portfolio Manager. The KMV model,
now based on five years of experience, is used to assess wholesale credit risk. The KMV
model has been discussed at length. At Barclays, KMV Portfolio Manager is used to compute
the capital which should be set aside for each individual exposure, then aggregated over the
business unit to provide the overall capital allocation for that unit.

Retail Credit Risk employs two methodologies. For the “base level” methodology, it is
assumed that the factors affecting the probability of borrower default are factors specific
to a borrower (e.g. age, occupation) and the influence of the state of the macroeconomy
on the retail sector. The correlation between the systematic and factor-specific variables is
also taken into account. This framework was chosen because it is consistent with the KMV
model (used to assess wholesale credit risk) and with the approaches recommended by Basel
2. It is also relatively easy to use because it is based on straightforward formulae.

The second methodology for retail credit risk is known as the advanced approach, and is
applied to Barclaycard. Here, Monte Carlo techniques are used to estimate a loss distribution.

To reduce concentrations of retail credit risk, Barclays uses securitisation (transferring
assets off-balance sheet), credit derivatives and insurance.

Barclays manages operational risk beginning with the assumption that OR consists of two
independent stochastic components, frequency of loss and severity of loss. Four variables
are used to model operational risk: (1) the expected number of loss events over a one-year
time horizon, assuming risk controls are in place; (2) the expected size of the loss once
it occurs, assuming risk controls are in place; (3) loss mitigation or the use of effective
controls to mitigate a percentage of the loss; (4) the degree to which the controls in (3) are
effective. Using (1) through (4), Barclays employs a Monte Carlo model to simulate the
frequency and severity of the loss events. It also monitors the effectiveness of risk controls
over time, using the available data. Once the capital to be set aside is calculated, it can
be reduced through a scorecard, which assesses how well the operating risks are being
managed/controlled in a given unit.

3.8. Conclusion

This chapter reviewed the various aspects of bank risk management. It began by noting that
banks differ from other firms in the range of financial risks they assume. The management of
these risks will be a crucial determinant of their profitability and shareholder value-added.
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The traditional function of an asset—liability management group in banks which involves
the management of credit, interest rate and liquidity risks was reviewed, together with the use
of gap analysis, duration and duration gap analysis for on-balance sheet items. Increasingly,
however, banks act as intermediaries in risk management; a central objective of the modern
bank is the management of a whole range of unbundled risks: credit/counterparty, market
(including interest rate and currency risks), sovereign and operating risks. The latter two
are discussed in Chapters 4 and 6, respectively. As credit insurance grows, some of the
key global banks are acting as conduits of risk, shifting credit risk to non-bank financial
institutions, an issue to be discussed in the next chapter.

Section 3.5 on market risk introduced many of the new techniques developed to
manage market risk. Risk adjusted return on capital (RAROC) can be used both for risk
management and to compare relative performance, using a hurdle rate. Value at Risk was
originally developed to manage market risk, though it has been modified to measure credit
risk exposures. Though VaR offers a new quantitative approach to measuring market risk, a
critique of its use followed, illustrated by the quotes from Jorion and Taleb (see p. 153—4).
Given the problems with VaR, stress tests under different scenarios are essential, though
they have their limitations too. Techniques for managing retail, corporate and aggregate
credit risk were also discussed.

Derivatives, introduced briefly in Chapter 2, were reviewed in more detail, together with
a discussion of the ways banks use them as tools for risk management. The growth of
exchange traded and customised OTC derivatives has meant banks can broaden the type
of intermediation they undertake. Banks can use derivatives for proprietary trading and
speculation, to hedge, or as part of fee-based risk management services offered to customers.
It was argued that banks and customers alike must understand the purpose for which a given
instrument is being used. There have been many cases where large corporations have lost
enormous sums and have claimed, in some cases correctly, that they were ill-advised by
their banks.

Section 3.7 looked at how a major commercial bank organises its risk management
function. If the objective is to maximise profits and shareholder value-added, then the
way risk management is organised in a bank is as important as the development of risk
management tools and techniques. This point assumes even greater importance now that
the Basel Committee is proposing to allow banks, subject to the approval of national
supervisors, to determine their capital requirements for market and other risks, using their
own internal models.

In this chapter, it has been stressed that bank risk management has undergone a profound
change since the 1980s, and will continue to evolve in the 21st century. In the next two
chapters, the focus shifts to the role of the regulatory bodies, which are trying to introduce
systems to encourage the operation of an efficient but stable domestic and global financial
system. These chapters should help managers understand how and why governments tend
to single out banks for special attention, how the regulations impact on bank structure, and
identify the major regulatory challenges of the 21st century.



GLOBAL REGULATION OF
BANKS

“No bank ever went bust for want of capital says one senior banker. They go bust because
of bad management.”’ (Anonymous, quoted in The Economist, 16/8/03, p. 63)

4.1. Introduction

The principle objective of this chapter is to review attempts to regulate internationally
active banks through global agreements. The chapter begins with a review of the reasons
why governments regulate markets in general, and financial markets in particular. It
continues with a discussion of why banks, which are part of the financial system, are
singled out for additional regulation. Sections 4.3, 4.4 and 4.5 consider different aspects
of the international regulation of banks, with a special emphasis on the activities of the
Basel Committee. Section 4.6 looks at other international organisations involved in global
financial regulation and reform. Many of the rules agreed upon by global organisations have
become the drivers for domestic regulation, the subject of Chapter 5. For example, the 1988
Basel agreement (“Basel 1”’) was for international banks operating in OECD countries but
authorities in both the industrialised world and some emerging markets have required their
domestic banks to adhere to Basel 1 standards. Likewise, “Basel 2” is expected to become a
new benchmark for bank supervision. Having completed a comprehensive study of global
regulation, Chapter 5 focuses on bank structure and regulation in, respectively, the United
Kingdom, United States, European Union and Japan.

4.2. Why Regulate?

4.2.1. Rationale for Regulating Financial/Banking Markets

Most markets are subject to some degree of regulation for a variety of reasons.

1. There is a need to protect the consumer: ‘‘caveat emptor’” (“let the buyer beware”)
is considered insufficient — putting too much responsibility on the consumer for many
goods and services that lack transparency.

2. To check the abuse of oligopolistic and monopoly power: there are many markets in
which just one or a few firms operate. The degree of monopoly power held by these
firms will affect the pricing of their products. For example, in a pure monopoly, the
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amount of output produced by the monopolist is lower and the price charged is higher
compared to firms operating in a perfectly competitive market. Governments react either
by introducing measures to encourage greater competition and/or monitoring the price
set by these firms, and if necessary, intervening to force the firms to reduce prices.

. To protect the public from criminal activity.
. To deal with the effects of externalities: the effects of the actions of one agent in the

economy on others, which is not reflected through the price mechanism. There are
positive and negative externalities. If a neighbour’s property is kept in good order, other
neighbours benefit not just from enhanced property values but because it is pleasant to
look at neighbourhood houses and gardens. A classic example of a negative externality
is pollution. Industrial output in the USA can pollute the rivers, lakes and air in
Canada. Governments intervene to minimise the effects of negative externalities. For
example, the Canadian government might try to reach an agreement with the USA to
reduce emissions.

In financial markets, these principles apply to the following.

1.

|98}

Protecting the investor: the quality of many financial products is not easily observed,
which makes it important for the investor to be kept fully informed about the risks he or
she incurs when purchasing a financial product. Investors are expected to assume some
of this responsibility, but often, government directives are needed to ensure financial
firms provide adequate information.

. The concentration of financial firms in the market place: the financial sector is made

up of many different markets, from retail banking markets to global bond markets.
The competitive structure of each of these markets varies considerably. Global markets
tend to be more competitive if firms from all over the world are active in them. Some
domestic markets have only a few firms offering banking services. Recall from Chapter 1
the concern expressed by Cruickshank over the apparent lack of competition in the
UK payments system because it was controlled by only a few firms. In 2001, the UK’s
Competition Commission ruled against the proposed merger of Lloyds TSB and Abbey
National on the grounds that it would leave the retail banking market too concentrated.
In 1998, the federal government of Canada refused the proposed mergers of the Toronto
Dominion Bank with the Canadian Imperial Bank of Commerce and the Royal Bank of
Canada with the Bank of Montreal on the grounds that the Canadian system would be
too concentrated.!

. Illegal activities: agents who engage in financial fraud, money laundering and tax evasion.
. Externalities: the problem is actions by agents which undermine the stability of the

financial system. In the financial markets, contagion often results in negative external-
ities. For example, in 1998, when it became apparent that a hedge fund, Long Term
Capital Markets (LTCM), was about to collapse, concern that its failure might threaten

I Concern was also expressed that if one of the newly merged banks got into difficulty and was closed, it would
increase monopoly power, and/or the risk of systemic crises should another failure occur. The possible takeover
of a major bank (should it get into financial difficulty) by a foreign concern is also considered undesirable, unlike
other countries, such as Mexico and New Zealand.
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the stability of global financial markets was so great that New York’s Federal Reserve
Bank intervened and arranged for its rescue by a consortium of international banks, at
a total cost of $3.625 billion. The main contributors were the counterparties with very
large exposures, and included Goldman Sachs, Salomon Smith Barney, Bankers Trust,
Deutsche Bank, JP Morgan, Merrill Lynch, Morgan Stanley, Credit Suisse, UBS, Chase
Manhattan, Barclays Capital ($300 million each); Société Générale, Lehman Brothers,
Paribas ($100 million each).” Though public (taxpayers’) money was not used in the
LTCM bailout, it was the Federal Reserve Bank of New York which pressured the banks
to bail out LTCM because of potential global knock-on effects.

There are many cases where central banks or other financial regulators have intervened to
rescue a bank or banks to protect the rest of the banking system. Contagion, or the spread
of bank problems from one bank to the banking system, arises for a number of reasons. To
the extent that banks offer fairly homogeneous products to customers, they are collectively
exposed to the same risk. At the micro level, a marginal borrower will seek out all the
banks until one makes the loan. At the macro level, all banks are affected by events such as
changes in monetary policy.

The reputation of banks is extremely important because of the lack of transparency on
bank balance sheets, their intermediary function and the cost of acquiring information. Any
market rumour can undermine depositor confidence. The banking system is particularly
vulnerable to contagion effects, when lack of confidence associated with one poorly
performing bank spreads to other, healthy banks. It arises because customers know that
once a run on a bank begins, liquidated bank assets will decline in value very quickly, so
they will want to withdraw their deposits before a run. Thus, even healthy banks may be
subject to a bank run.? If most banks are affected, the financial system may well collapse.

The vulnerability of banking to contagion creates systemic risk; the risk that disturbances
in a financial institution or market will spread across the financial system, leading to
widespread bank runs by wholesale and retail depositors, and possibly, collapse of the
banking system. An extensive collapse will result in the loss of intermediation, money
transmission and liquidity services offered by banks which, in turn, will cause an inefficient
allocation of resources in the economy. In the extreme, the economy could revert to
barter exchange.

Systemic banking risks are aggravated by the interbank and euromarkets, which, as was
noted in Chapter 2, play a crucial role in the global banking scene. The interbank market
acts as a risk absorber and risk spreader but at the same time makes the global banking
system vulnerable to certain exogenous shocks.

Additional problems arise because of the macroeconomic role played by banks; they
help to implement government monetary policy. For example, the government may use the
banks (changing a reserve ratio or setting a base rate) to achieve certain inflation and/or
monetary growth targets. If the banking system collapses, there may be a dramatic reduction
in the money supply, with the usual macroeconomic implications.

2 Source: Dunbar (2000), Inventing Money, pp. 221-223.
3 Diamond and Dybvig (1983) provide a rigorous treatment of bank runs.
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Thus, bank failures can create substantial negative externalities or social costs,* in

addition to the obvious private costs of failure. So in most countries, to minimise the
chance of governments having to rescue a bank or banks, the national banking systems are
singled out for special regulation, known as prudential regulation, which is typically more
comprehensive than regulation of other sectors of the economy, even other parts of the
financial sector. The prudential regulation of banks is concerned with minimising the social
costs of bank failure (which lead to the collapse of the financial system) but at the same
time, ensuring that banks do not take advantage of the fact they are singled out for special
regulation, and possibly protection. For example, many countries offer some form of deposit
protection to bolster confidence and counter bank runs. Experience has shown that to be fully
effective, 100% deposit insurance is often required. These schemes escalate moral hazard
problems, and part of the regulatory role will be to ensure such problems are minimised.

As this chapter proceeds, it will become apparent that prudential regulation focuses on
bank regulation at the micro level, i.e. ensuring each bank behaves in a prudent manner, to
prevent systemic failure arising from contagion if one bank fails. Boreo (2003), among others,
has called for more attention to be paid to “macroprudential regulation” — preventing the
banking system as whole from getting into trouble because they are exposed to the same
collective risks — so an entire banking system can encounter problems simultaneously. For
this reason, Boreo argues, equal attention should be paid to the aggregate exposures of banks.
The macro component is considered in Chapter 8, which includes a review of financial
crises, where banks’ exposure to collective risks is often found to be a key contributor to the
crisis itself.

To summarise:

e Financial fragility can provoke a loss of confidence in a bank/banks and provoke a
bank run, preventing the bank/banks from offering an important product/service:
liquidity.

¢ The banking system is vulnerable to contagion: contagion occurs when a lack of confidence
associated with one bank (e.g. a bank that has just failed) causes a run on other banks as
depositors, fearing the worst, withdraw their cash. The problem here is one of incomplete
information — depositors do not have the information to distinguish between healthy and
failing banks.

o The presence of contagion contributes to systemic risk: the risk that problems in one bank
will spread throughout the entire sector, via contagion. Once the entire financial system
collapses, there is no mechanism for money transmission and in the extreme, the absence
of a payments system, the country reverts to a barter economy.

e Bank failures have obvious private costs, but there are social costs too.

e The issue of microprudential regulation shifts to macroprudential regulation if banks in
one or more countries are collectively exposed to the same risks, a point which is taken
up in Chapter 6.

4 Social cost refers to the total cost of an activity, including private costs borne by the main party and all “external”
costs borne by others. The private costs from collapse of a financial firm are incurred by investors, depositors,
employees and, in some cases, customers of the bank. Social costs are incurred if the financial sector collapses
because the economy loses its system of financial intermediation and money transmission.
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Unfortunately, the special treatment of banks has a downside. Not only does it divert
government resources away from other activities, it can create moral hazard problems. The
concept of moral hazard was introduced in Chapter 1. In the regulation of the banking
system, the traditional line is that moral hazard can arise for one of two reasons. First, if
deposit insurance is offered to discourage runs on banks and second, if a bank is considered
so important to the economy that they are deemed by regulators to be “too big to fail”. The
existence of one or both these conditions can alter the incentives of depositors and bank
management. Most governments offer some degree of insurance. Customers with deposit
insurance know their capital is safe, giving them little incentive to monitor the activities
of their bank. It is even possible that bank managers’ behaviour will be affected — some
may be inclined to undertake riskier activities, especially if the bank is encountering
difficulties. Here, the manager may go for broke, hoping the gamble pays off and the bank
survives. If not, at least depositors are protected. The same points apply if depositors or
bank management know (or think it likely) their bank is considered too big to fail, making
it probable the bank will be rescued by the state.

Or so the standard argument goes. However, the logic is somewhat flawed. Managers will
worry about loss of jobs and status if a bank fails, but why should they have any special
concern for depositors once the bank collapses? Any bank manager trying to undertake
riskier activities because of deposit insurance and/or the attraction of “too big to fail”
status will encounter objections from well-informed shareholders who stand to lose their
capital. Even some depositors have an incentive to monitor managerial behaviour because
insurance is normally capped at some deposit level, their type of deposit does not qualify for
insurance,’ there is co-insurance, or all three.

A more likely scenario is the looting hypothesis, first described by Akerlof and Romer
(1993). Consider the situation where a bank has, for whatever reason, got itself into serious
problems, and senior management has enough inside information to know there is a good
chance the bank could fail within a few years, at which time they will lose their jobs. They
could respond by undertaking riskier activities® to boost short-term profits, which enhance
their status and salary, and boosts the bank’s share price, which they can take advantage
of by cashing in stock options. Well-informed shareholders may also sell their shares when
prices are high, turning a blind eye to the reasons for the sudden increase in short-term
profits. There is a small chance the risky undertakings might restore the bank to economic
health, in which case, all parties are better off. However, if the strategy is unsuccessful
and the bank fails, then senior managers (and possibly, major shareholders) have used
the breathing space to feather their nests. To make matters worse, managers have every
reason to undertake sizeable gambles because the downside is truncated. It is someone else’s
problem whether the bank collapses with losses of £1 or a million pounds.

> For example, most regulators exclude deposits held in foreign currencies. In Japan, the 100% deposit insurance
introduced in 1998 is gradually being withdrawn, and now only applies to “liquid” deposits.

9E.G. Managers could raise short-term rates to attract more deposits, thereby expanding the balance sheet and
making more loans. Or they can invest in junk bonds, where immediate interest payments are high even if the
issuers defaults in the longer term. In both cases, short-term profits rise, along with salaries and stock option values.
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4.2.2. Free Banking

An alternative school of thought advocates free banking. In the 19th century, free banking
was unregulated by government authorities, they did not need a charter or licence to
operate, and issued their own bank notes. There were periods of free banking in Scotland
(1716—-1844), Sweden (1831-1903), Switzerland (1826—1907) and Canada (1867-1914).
Cameron (1972) argued that Scottish free banking fostered economic growth because of
the intense competition between the banks, which forced them to innovate. He credits the
banks as being the first to introduce branch banking, interest paid on deposits, and overdraft
facilities. Dowd (1993) argued the free banking episodes in Scotland, Sweden and Canada
were highly successful.

Modern-day usage of the term “free banking” refers to a highly competitive system
operating without a central bank or regulations. Proponents of free banking claim central
banks have the potential to encourage collusive behaviour among banks, thereby increasing
their monopoly power. In the absence of government regulation, private banks have a
collective interest in devising a framework to prevent runs. It could take the form of private
deposit insurance and/or a private clearing house, which acts as lender of last resort. See,
among others, Dowd (1993), Friedman and Schwartz (1986), White (1986). However, a
private clearing house could also encourage collusion among banks. In Chapter 1, recall
Cruickshank (2000) claimed that the private settlements system in the UK has resulted
in the big banks exercising monopoly power, resulting in higher settlement charges for
banks and customers. Furthermore, private deposit insurance and/or lender of last resort
institutions merely replicate what a central bank does, so the same monitoring problems
exist, creating incentives to free-ride.

Free banking also raises macroeconomic issues, because banks issue their own notes. No
bank should have an incentive to issue too many notes because they will be exchanged
for specie at that bank, thus running down its reserves. However, Nelder (2003) argues
the above is only true if holders of the notes have to return to the bank where they
are issued. However, if the notes issued by the different banks are perfect substitutes (or
perceived to be by the public), then smaller banks have an incentive to issue an excessive
supply of notes because there is a greater chance they will be redeemed at the larger
banks. He argues that in the Swiss case, this resulted in an over-issue of notes, causing the
depreciation of the Swiss franc. As a result, the banks agreed to give up their right of issue,
and approved the establishment of a central bank, controlled by the federal government.
Nelder argues Sweden and Scotland also experienced periods of excess issue, but Canada
escaped it because there was little in the way of effective price competition between
the banks.

Though the free banking idea is interesting in theory, it is very unlikely that the regulatory
systems of western countries will be dismantled to allow an experiment.” For this reason,

"New Zealand introduced a form of free banking in the 1990s, removing all deposit insurance and requiring banks
to publish detailed information on their financial status so that all agents are kept fully informed. However, given
that all but one savings bank is foreign owned, it could be argued that the New Zealand government saves money
by importing prudential regulation from abroad, since the foreign banks are regulated by the governments of the
countries in which they are headquartered. In 2003, the Reserve Bank of New Zealand (RBNZ) Amendment
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the issue is not explored any further. The rest of this chapter is devoted to issues related to
the global regulation of banks.

4.3. International Regulation

The international coordination of prudential regulation at global level is increasingly
important. As was discussed in Chapter 2, there has been a rapid growth of international
banking, and financial conglomerates. A number of arguments favour global coordination
of prudential regulations.

First, policy makers, bank management and regulators recognise that problems with the
global institutions and markets could undermine the stability of the international financial
system, and therefore the environment in which all banks operate.

Second, if a branch or subsidiary of a bank is located in another country, there is
the question of which supervisory authority should have jurisdiction over the branch.
Home country regulators will want to ensure a bank’s overseas operations meet their
supervisory standards because foreign operations will be difficult to monitor but affect
the performance of the parent. Host country authorities are concerned with the effect
the failure of a foreign bank could have on the confidence in its banking system.
They will want to see the foreign branch to be adequately supervised, but will lack
information about the parent operations. For these reasons, effective international coor-
dination will only be achieved if there is good communication between the supervisory
authorities.

Third, if all multinational banks are required to meet the same global regulations,
compliance costs will be similar. Hence a global approach to regulation can help to level
the competitive playing field for banks with international operations.

[t is worth noting that decisions taken by international regulators are increasingly being
used as benchmarks for other banks. For example, the Basel Committee’s (see below) 1988
agreement on capital standards was adopted by not only the member countries, but also by
governments that were not signatories to the agreement. Also, many regulators impose the
Basel agreements on domestic banks.

On the other hand, it could be argued that international banking is largely whole-
sale, making prudential regulation less important from the standpoint of consumer
protection, depending as it does on interbank and corporate business. However, the
performance of a global bank will affect the confidence of depositors and investors
located in the home country. Unprotected wholesale depositors are capable of start-
ing bank runs, and the enormous size of the interbank market creates the potential
for a rapid domino effect. Often, the first indication of a problem bank is when it
has trouble raising interbank loans — wholesale depositors will be the first to withdraw
their money.

An excellent example of this phenomenon is Continental Illinois Bank, rescued by a
“lifeboat” in 1984. The bank was highly dependent on the interbank markets for funding,

Act introduced some additional controls, which include a requirement that the Reserve Bank consider whether
managers are “fit and proper” when registering a bank, any buyer of more than 10% of a bank must seek approval,
and more information must be included in the disclosures. See Bollard (2003).
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which was quickly cut off once rumours about its health began to circulate. The rapid
loss in liquidity merely exacerbated the problems, prompting a rescue organised by the
Federal Reserve. Furthermore, if a global bank acquires a bad reputation as a result of some
international transaction, and has a retail presence in its home country, it may find itself
the target of a run. Finally, global financial conglomerates, if they get into difficulties, can
cause problems in more than one country.

4.3.1. The Basel® Committee

Two major international bank failures in 1974 (Bankhaus Herstatt and Franklin National
Bank”) resulted in the formation of a standing committee of bank supervisory authorities,
from the G-10 countries (Belgium, Canada, France, Germany, Italy, Japan, Netherlands,
Sweden, the UK and USA) plus Luxembourg and Switzerland. It has a permanent secretariat
(of 15) based at the Bank for International Settlements in Basel, and meets there about
once every three months.

The Bank for International Settlements is owned by the central banks — it does not
participate in Basel’s policy-making, provides a venue for the Committee’s secretariat and
for membership meetings. Traditionally, members came from western central banks but
since 1994, there are 13 member central banks from emerging markets.

The main purpose of the Basel Committee is to consider regulatory issues related to
activities of international banks in member countries. Their objective is to use concordats
and agreements to prevent any international banking operation from escaping effective
supervision.

The 1975 Basel Concordat was the first agreement. The home and host countries were
given supervisory responsibilities as follows:

Country supervisor
Liquidity — foreign bank subsidiary Host
Solvency — foreign bank subsidiary Host
Liquidity — foreign branch Home

The Concordat stressed that consolidated data should be used to supervise the activities of
a global bank, and provide an accurate picture of performance. Offshore banking centres
(see Chapter 2) are not party to this agreement — the Committee did not consider them
to pose a major threat to international financial stability because their operations are
relatively minor.

In 1983 the Committee approved a Revised Basel Concordat, when gaps in the supervi-
sion of foreign branches and subsidiaries came to light after the Banco Ambrosiano affair.
Banco Ambrosiano Bank failed in 1982, after its Chairman, Roberto Calvo, was found
hanging from Blackfriars Bridge in London. Depositors panicked upon hearing the news; a
lifeboat rescue was launched by the Bank of Italy ($325 million), but the bank was declared

8 Readers will note the change in spelling compared with Heffernan (1996). In 1998, the city of Basel voted to
adopt this German spelling, rather than the English (Basle), French (Bale) or Italian (Basilea) versions.
9 See Chapter 7 for more detail on these failures.
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bankrupt in late August 1982. The bank’s Italian operations were taken over by a new bank,
Nouvo Banco Ambrosiano.

The Luxembourg subsidiary (BA in Milan owned 69% of Banco Ambrosiano Holdings)
also suffered a run on deposits, but the Italian central bank refused to inject any cash. Nor
would the Luxembourg Banking Commission. It, too, failed. As a result of this case, the
Concordat was revised so that home and host supervisors now have joint responsibility for
solvency problems of subsidiaries and liquidity problems from either a subsidiary or branch.
Solvency problems associated with any foreign branch are dealt with by the parent country’s
central bank.

A number of issues were not addressed by either Concordat. First, no reference was made
to lender of last resort (LLR) responsibilities. Recall a lender of last resort normally aids a
bank in the event of a liquidity crisis. Lifeboat operations serve a similar purpose, where
the central bank persuades other healthy, private banks that it is in their interest to inject
liquidity into the ailing bank.

However, the Basel Committee did not feel able to offer guidelines because the LLR
function is normally assumed by central banks, and the Basel Committee members do
not necessarily come from the central bank.!® However, LLR intervention or lifeboat
rescues have been quite frequent in most westernised countries in the post-war period.
There will be problems with achieving satisfactory international coordination if a run
on foreign branches or subsidiaries occurs because the parent has run into difficulties.
Guttentag and Herring (1983) identified three types of banks that are vulnerable under
the current arrangements: banks headquartered in countries with no LLR facilities (such
as Luxembourg); banks headquartered in countries with non-convertible currencies or a
shortage of foreign exchange reserves; and subsidiary banks with ambiguous access to the
parent bank facilities.

The Basel Committee also side-stepped another issue related to financial stability — the
extension of deposit insurance to all deposit liabilities. Normally deposit insurance
excludes wholesale and interbank deposits, on the grounds that these depositors are
better informed about the financial health of a bank and therefore do not need it. Foreign
currency deposits tend to be excluded because of the concern that deposits might be
shifted between the foreign bank and its parent, to the detriment of the former. How-
ever, if deposit insurance was expanded, its effects on moral hazard would have to be
considered.

4.3.2. The 1988 Basel Accord (Basel 1)

The 1988 Basel Accord was a watershed because it established Basel’s main raison d’étre:
to focus on the effective supervision of international banking operations through greater
coordination among international bank supervisors and regulators. Improved international
financial stability would be a key consequence of the Committee’s actions.

10 Some countries, such as the UK, have representatives from both the Financial Services Authority and the Bank
of England.
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The 1988 Basel Accord established a single set of capital adequacy standards for
international banks of participating countries from January 1993.11 With the arrival of a
new revised accord (see below), the 1988 Accord will be known as Basel 1 henceforth.
Basel 1 requires all international banks!? to set aside capital based on the (Basel) risk assets
ratio:

Basel risk assets ratio = capital/weighted risk assets

Specifically:

Capital (tier 1 & 2)
Assets (weighted by credit type) + credit risk equivalents (weighted by counterparty type)

where capital is defined as follows.

e Tier 1 or core capital: common equity shares, disclosed reserves, non-cumulative pre-
ferred stock, other hybrid equity instruments, retained earnings, minority interests in
consolidated subsidiaries, less goodwill and other deductions.

o Tier 2 or supplementary capital: consisting of all other capital but divided into (1) upper tier
2 — capital such as cumulative perpetual preferred stock, loan loss allowances, undisclosed
reserves, revaluation reserves (discounted by 55%) such as equity or property where the
value changes, general loan loss reserves, hybrid debt instruments (e.g. convertible bonds,
cumulative preference shares) and (2) lower tier 2 — subordinated debt (e.g. convertible
bonds, cumulative preference shares).

Risk weights are assigned to assets by credit type. The more creditworthy the loan, the lower
the risk weight.

e 0%: cash, gold, bonds issued by OECD governments.

e 20%: bonds issued by agencies of OECD governments (e.g. the UK’s Export and Credit
Guarantee Agency), local (municipal) governments and insured mortgages.

¢ 50%: uninsured mortgages.

e 100%: all corporate loans and claims by non-OECD banks or government debt, equity
and property.

Off-balance sheet instruments (e.g. letters of credit, futures, swaps, forex agreements) were

converted into “credit risk equivalents”,"® and weighted by the type of counterparty to a

given claim. Again, OECD government counterparties receive a 0% weight; 20% for OECD
banks and public sector agencies.

1 Basel 1 originated from the risk assets ratio, originally known as the Cooke Ratio, adopted by the UK and US
regulatory authorities in 1980. See for example, the Bank of England (1980) “Measurement of Capital”.

12 Many countries adopted the standard for all banks, both domestic and international. For example, in the EU,
the ratio applies to all credit institutions.

B Since credit risk equivalents were abandoned with the introduction of market risk measures in 1996, the method
of conversion is not discussed.
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Example: Simple Bank

Simple Bank plc has the following balance sheet (£ billions):

Liabilities Assets

Equity: £15 Cash: £2

Disclosed reserves: £2 OECD government bonds: £30
Subordinated debt: £5 Interbank loans*: £20
Customer funding (e.g. deposits): £180 Mortgages (uninsured): £50
Loan loss reserves: £3 Company loans: £103
TOTAL: £205 TOTAL: £205

* All interbank loans are to banks located in OECD countries.

From the information given in the balance, tier 1 and tier 2 capital are:
Tier 1 = £15 + £2 = £17 billion
Tier 2 = £5 + £3 = £8 billion

Assuming capital is defined as tier 1 + tier 2, total capital = £25 billion.

A simple capital assets ratio, with assets unweighted, would be capital (tier 1&2) /assets =
25/205 = 12.195%.

Assuming the Basel 1 agreement applies, the use of weightings would change the denomi-
nator of the risk assets ratio for Simple Bank:

2(0) + 30(0) + 20(0.2) + 50(0.5) + 103(1) =4+ 25+ 103 = £132 bn
The Basel 1 risk assets ratio is 25/132 = 18.9%.

This ratio is higher than the simple capital assets ratio because assets are now weighted,
hence some assets (cash and OECD government bonds) go to O or are lower than
if unweighted.

So far, off-balance sheet items have been ignored. Suppose the off-balance sheet items of
Simple Bank have been computed and equal £13 billion. Then the denominator of the risk
assets ratio becomes 132 + 13 = 145, and the risk assets ratio is 25/145 = 17.24%.

The Basel Accord requires banks to set aside a minimum of 8% capital; 4% for core
capital. At least half the capital must be tier 1, and is set aside as a safeguard against bad
credit or counterparty risk. As any July edition of The Banker shows, the average risk assets
ratio for the top UK, US and other OECD banks is in fact much higher. The Banker ranks
the top 1000 banks by tier 1 capital and reports other performance data, including the Basel
risk assets ratio. Of the bottom 25 banks measured by the Basel ratio, it ranges from just
over 8% to slightly below 4%. The vast majority of the top 50 banks (ranked by the Basel
ratio) are reporting double digit risk assets ratios, some even exceed 100%.'* Many OECD

14 Source: see the July edition of The Banker in recent years.
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regulators ask for higher ratios. For example, in the USA, to be labelled “well capitalised”
banks must have a Basel ratio >10% — see Chapter 5.

Before the agreement was even implemented, Basel 1 was being criticised for a number
of reasons. Some argued using equity as a measure of capital fails to recognise that different
countries allow their banks varying degrees of access to the stock market. For example,
French nationalised banks in the 1980-90s had no access and relied on government
injections of capital. Though privatisation has largely resolved this issue, it does demonstrate
the potential problem with using equity. On the other hand, ignoring equity would be
unthinkable because it is a key source of capital for shareholder owned banks. A more
serious debate is whether the book or market values should be used in the computation of
tier 1 and 2 capital.

The difference between market and book values of equity is more pronounced in periods
of interest rate and stock market volatility, and, indirectly, if changes in credit ratings raise
or lower asset values. Regulators opted to use the book rather than the market value to
compute the capital assets ratio largely because of the potential for volatility. Using market
values can be the source of wild fluctuations in tier 1 capital from year to year. In the
Japanese case, tier 1 would have soared in the 1980s, only to fall dramatically from late
1989 onwards, thereby adding to the pressure to find new capital (and/or reduce assets) to
meet the 8% minimum.

Ambiguity about the constituents of tier 1 and 2 capital has encouraged agents to
innovate to get round the regulations. Also, different standards apply in each country. Take
tier 2 capital as an example. In the 1990s, Japanese banks could not issue subordinated debt
but US banks did. Also, Japanese regulators allowed their banks to treat 45% of unrealised
capital gains on cross-shareholdings as reserves for tier 1 capital, though regulations have
since been tightened.!®> Nonetheless, these points illustrate that it is difficult to obtain
comparable measures of tier 1 and 2 capital. Scott and Iwahara (1994) argued differences in
tax and accounting rules cause the measurement of capital to vary widely among countries,
rendering different countries’ risk assets ratios incomparable.

Second, the Accord alone could never achieve the objective of a level playing field
among international banks, because the degree of competition in a system is determined
by other factors, such as the structure of the banking system and the degree to which a
government is prepared to support its banks. Until recently, Japan’s well-known “safety
net” meant Japanese banks could borrow capital more cheaply from wholesale markets than
banks from countries where failures have been allowed. Also, they received substantial
capital injections throughout the 1990s and into the early 2000s (see Chapter 8).

The use of credit risk equivalents for off-balance sheet instruments was considered far
too simplistic. Effectively all on- and off-balance sheet items were treated the same, and the
market or price risk associated with the growing off-balance sheet activities of many banks
were largely ignored. The credit risk equivalence measure took account of the possibility of
default on corporate bonds but no capital had to be set aside to allow for the possibility that

15 Since September 2001, Japanese regulators have required banks to subtract any equity losses from their capital
base, which will adversely affect their Basel ratios. Until 2002, unrealised profits on equity holdings were reported
on a mark to market basis, but historical costs were used for unrealised losses. Since 2002, equity holdings have
had to be marked to market even if they are showing a loss.
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the price of bonds might fall with a rise in market interest rates. Or, an OECD government
bond maturing in 30 years time carries a higher interest rate risk than one maturing in a
year. In Basel 1, both receive a 0% weighting in the computations, which is acceptable from
the standpoint of credit risk, but the different interest rate risks (arising from differences
in maturity) are ignored. Nor are liquidity, currency and operating risks accounted for. For
this reason, the 1996 Market Risk Agreement replaced the use of credit risk equivalents — it
applies a capital charge for the market risk associated with all traded instruments, whether
on- or off-balance sheet.

[t should be remembered that national bank supervisors are monitoring banks’ exposure to
these risks. For example, most regulators use a liquidity ladder to estimate liquidity exposure,
and monitor short and medium-term foreign exchange exposure of the banks they regulate.
Also, the Basel 2 proposals (see below) deal with some of the risks largely ignored by Basel 1.

The weightings used in Basel 1 are simplistic. Commercial bank loans have a 100%
weighting while OECD government debt is given a 0% weight, and OECD bank claims
have a 20% weight even though some corporations have a higher external credit rating
than the banks they do business with. For example, a loan to Marks & Spencer or General
Electric, with AAA rating, receives a 100% weight, while loans to Italian or Japanese banks
are weighted at 20%, even though the long-term debt rating for the top 5 Italian banks
ranges from A+ to AA—; likewise for Japanese banks — long-term debt ratings for the top 5
vary from A to A—. 1 All corporations get the same weight, independent of whether their
rating is AAA or BBB.

The weight for corporations and other counterparties is 50% for off-balance sheet items
converted into credit risk equivalents, just half the risk weight assigned to corporate loans.
Basel reasoned that only the most sophisticated banks were involved in off-balance sheet
activity, hence the weight could be lower.

Such anomalies can and do tempt banks to engage in regulatory capital arbitrage — using
a financial instrument or transaction to reduce capital requirements without a corresponding
reduction in the risk incurred. For example, a bank may agree to a 364-day credit facility
on a rollover basis because no capital need be set aside for credit arrangements between
banks and a customer that are rolled over within a year. If the maturity of the agreement
is a year or more, it is subject to the same capital regulations as a loan that matures in 30
years. More generally, banks are tempted to keep their capital charges to a minimum by
exploiting loopholes even though the overall risk profile of the bank is higher.

Basel 1 does not reward banks which reduce their systematic risk — that is, no recognition
is given for risk diversification of a bank’s loan portfolio. While the Accord limits the
concentration of risk among individual customers, over-exposure in a particular sector is
ignored. A bank which lends €500 million to two sectors will set aside the same amount of
capital as a bank lending €1 million to 500 different firms. In general, banks with a highly
diversified portfolio set aside the same amount of capital as a bank with the same total
value of commercial loans concentrated in just one industry. Nor is there any reward for
geographical diversification.

Basel 1 is accused of being a “one size fits all approach” — there is little recognition that
banks undertake different financial activities. A US/UK investment bank in the USA has

16 Source: Bankscope, annual reports of top 5 banks (by assets), 2002.
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quite different risk profiles from universal banks engaged in wholesale and retail banking
activities. The balance sheets of a UK building society or German savings bank will be
quite unlike the large universal (e.g. Deutsche Bank) or “restricted universal” banks (e.g.
Barclays Bank plc). Yet all these banks are expected to conform to the same risk assets ratio
requirements.

The regulations act as a benchmark, which could give some banks a false sense of security,
causing them to make sub-optimal decisions. For example, since loan concentration in a
specific industry is ignored by the ratio, banks may become complacent about the lack of
portfolio diversification across sectors. They may also allocate too many resources to satisfy
the Basel requirements (or find ways of getting round them), at the expense of other types
of risk management.

In defence of Basel 1, it is worth emphasising that the Accord called for a minimum
amount of capital to be set aside. As was noted earlier, many of The Banker’s top 1000 banks
by tier 1 capital have ratios far in excess of 8%. Furthermore, banks are subject to additional
supervision in their own countries. For example, as will be shown in the next chapter, the
UK’s Financial Services Authority applies a “risk to objectives” approach to all financial
institutions, including banks. It also requires banks to satisfy other criteria. American banks
are subject to scrutiny by multiple regulators, and pay different deposit insurance premia
depending on the size of three different ratios. Finally, managers of publicly owned banks
must answer to their shareholders. If a stock bank were to engage in excessive amounts of
regulatory arbitrage which substantially increases its risk profile, it would not be long before
concerns were voiced by shareholders and national regulators.

4.3.3. Basel Amendment (1996)'” - Market Risk

The Basel Committee began to address the treatment of market risks in a 1993 consultative
document, and the outcome was the 1996 Amendment of Basel 1'® to be implemented
by international banks by 1998. It introduced a more direct treatment of off-balance sheet
items rather than converting them into credit risk equivalents, as was done in the original
Basel 1.

As defined in Chapter 3, market risk is the risk that changes in market prices will cause
losses in positions both on- and off-balance sheet. The “market price” refers to the price of
any instrument traded on an exchange. The different forms of market risk recognised in the
amendment include: equity price risk (market and specific), interest rate risk associated with
fixed income instruments,'” currency risk and commodities price risk. Debt securities (fixed
and floating rate instruments, such as bonds, or debt derivatives), forward rate agreements,

17 The details of the agreement can be found in Basel Committee (1996).

8 1n total, there were five amendments to the 1988 Accord —in 1991, 1994, 1995 (allowed for more netting,
two counterparties could offset their claims against each other; these changes were prompted by the 1990 BIS
Committee/Lamfalussy Report on Interbank Netting Schemes), 1996 and 1998 —some securities firms which
fulfilled certain criteria were recognised as OECD banks, and thus their risk weighting was reduced to 20%. The
amendments in 1991, 1994 dealt with, respectively, loan loss provisions and any OECD country which rescheduled
its external sovereign debt in the past 5 years.

19 A change in interest rates will affect the value of a fixed income security, such as a bond.
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futures and options, swaps (interest rate, currency or commodity) and equity derivatives
will expose a bank to market risk. Market and credit risk can be closely linked. For example,
if the rating of corporate or sovereign debt is upgraded/downgraded by a respected credit
rating agency, then the corporate or sovereign bonds will rise/fall in value.

In the numerator of the Basel ratio, a third type of capital, tier 3 capital, can be used by
banks but only when computing the capital charge related to market risk, and subject to
the approval of the national regulator. Tier 3 capital is defined as short-term subordinated
debt (with a maturity of less than 2 years), which meets a number of conditions stipulated
in the agreement, including a requirement that neither the interest nor principal can be
repaid if it results in the bank falling below its minimum capital requirement.

Whether the Amendment raises or lowers the capital charge of a bank depends on the
profile of its trading book. However, as will be shown below, banks using the “standardised”
approach are likely to incur higher capital charges, unless positions are well hedged or debt
securities are of a high investment grade.’® Under the Amendment, one of two approaches
to market risk can be adopted, internal models or standardised.

Market risk — the internal model approach

Banks, subject to the approval of the national regulator, are allowed to use their own
internal models to compute the amount of capital to be set aside for market risk, subject to
a number of conditions. The market leader is JP Morgan’s Riskmetrics™. Value at risk was
discussed at length in Chapter 3. This subsection shows what Basel requires of banks if they
use a VaR model. Throughout, it will be assumed they are using the Riskmetrics™ model,
so the key equation is:

VaR, = V,(dV/dP)AP, (4.1)

where

V.: the market value of portfolio x
dV/dP: the sensitivity to price movement per dollar market value
AP;: the adverse price movement (in interest rates, exchange rates,
equity prices or commodity prices) over time t

There are several critical assumptions underlying any VaR computation, which were
outlined in Chapter 3. Basel has certain specific requirements to be satisfied.

1. Bank models must compute VaR on a daily basis.

2. The four risk factors to be monitored are interest rates (for different term struc-
tures/maturities), exchange rates, equity prices and commodity prices.

3. Basel specifies a one-tailed 99% confidence interval, i.e. the loss level is at 99%; the loss
should occur 1 in 100 days or 2 to 3 days a year. Recall the choice of 99% is a more risk
averse/conservative approach. However, there is a trade-off: a choice of 99% as opposed

20 This treatment of market risk was also adopted by an EU second capital adequacy directive, CAD-II (1997).
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to 95% means not as much historical data (if it is a historical database being used — see
below) are available to determine the cut-off point.

4. The choice of holding period (t in the equation above) will depend on the objective
of the exercise. Banks with liquid trading books will be concerned with daily returns
and compute DEAR, daily earnings at risk. Pension and investment funds may want to
use a month. The Basel Committee specifies 10 working days, reasoning that a financial
institution may need up to 10 days to liquidate its holdings.

5. Basel does not recommend which frequency distribution should be used. Recall
that Riskmetrics™ employs a variance—covariance approach. Banks that use vari-
ance—covariance analysis normally make some allowances for non-linearities, and the
Basel Amendment requires that non-linearities arising from option positions be taken
into account. For either approach, Basel 2 requires the specification of a data window,
that is, how far back the historical distribution will go, and there must be at least a year’s
worth of data. Generally, the longer the data run the better, but often the data do not
exist except for a few countries, and it is more likely that the distribution will change
over the sample period.

Computation of the capital charge using the internal model

If the bank is employing its internal model once VaR is computed, the capital charge is set
as follows:?!

[MRM (10-day market risk VaR) + SRM(10-day specific risk VaR)][trigger/8]  (4.2)

where

MRM: a market risk multiplier, which is 3 or 4 depending on the regulator — the lower
the multiplier, the greater the reward for the quality of the model in its treatment of
systematic risk

SRM: a specific risk multiplier, which can be 4 or 5 — a lower multiplier indicates a greater
reward for the way a given bank’s model deals with specific risk

trigger: the number assigned is based on the assessment of the quality of a bank’s control
processes, it can vary between 8 (assigned to US and Canadian international banks) and
25 — the higher the trigger number the higher the overall capital charge

If an internal market model is used, it is estimated that a bank could reduce its capi-
tal charge by between 20% and 50%, depending on the size of the trading operations
and the type of instruments traded, because the bank’s model will allow for diversi-
fication (or model for correlation between positions) whereas the standardised model
does not.

The 1996 Market Risk Amendment also introduced restrictions on the total concen-
tration of risk. If the risk being taken is greater than 10% of the bank’s total capital, the

21 This equation is taken from Crouhy et al. (2000), p. 65.
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regulator must be informed, and advance permission must be obtained for any risk that
exceeds 25% of the bank’s capital.

Unlike the standard approach, banks using an approved internal model can allow for
the correlation between four market risk categories: interest rates (at different maturi-
ties), exchange rates, equity prices and commodity prices. Thus, banks are rewarded for
portfolio diversification that reduces market risk, and so reduces the capital they must
set aside.

In a theme that continues in the Basel 2 proposals (see below), the Committee is
encouraging banks to have a risk management system that not only satisfies regulatory
requirements, but ensures the bank has a framework to manage all the risk exposures
generated by its business activities. To be approved by the regulators, in addition to a VaR
model (which meets the criteria discussed above), the risk management system should:

o Allocate the capital to various business units.

e Use RAROC to track the performance of each business unit and the bank as a whole.

e Record all positions in a centralised system.

¢ Conduct regular stress testing and scenario analysis (see Chapter 3) to ensure their risk
management systems can cope with extreme market conditions, such as a sudden loss in
liquidity or exchange rate crises.

¢ All models should be subject to a system of continuous evaluation, and tests of the risk
management system should be done independently of traders and the front office.

4.3.4. Basel and Related Problems with the VaR Approach

The numerous problems arising from the use of VaR, many of which derive from the
assumptions underlying the model, were discussed in Chapter 3. One, perhaps unjust,
criticism is that VaR does not give a probability of bank failure. However, it was never
meant to because it is designed to establish a capital requirement for market risk, one of
many types of risk the bank faces. Due to the amount of attention it has received, there is a
tendency to forget that it deals with just one aspect of a bank’s risk. Nonetheless, there are
other problems related to the use of the Basel VaR.

Under the current Basel rules, the more sophisticated banks may employ their own
advanced risk models if the country regulator approves. However, all banks will have to
meet the minimum VaR standards. In a crisis, all will react the same way.

Just as Goodhart (1974) demonstrated that statistical relationships break down once
employed for policy purposes, Danielsson (2000, p. 5) argues that a model breaks down once
regulators use a model like VaR to contain risk.

As shown in equation (4.2), Basel requires VaR to be multiplied by 3 (sometimes 4 if
there are large differences between the actual and predicted outcomes) to determine the
minimum capital requirement. The larger banks have objected because the incentive to
use sophisticated models is reduced. Basel justifies the requirement because of the problems
with the VaR approach. In the absence of strong evidence, Shin et al. (2001) recommend
a reduction in the multiplication factor, to be increased if it is found that losses are
under-predicted.
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Basel requires capital to be set aside for market risk based on a 10-day time hori-
zon, Danielsson (2002) demonstrates that the production of 10 (working) day VaR
forecasts is technically difficult, if not impossible. For example, suppose 1 year (250
days) is used to produce the daily VaR. To compute a 10-day VaR, 10 years’ data
would be needed. To get round this problem, Basel recommends taking the daily VaR
and multiplying it by the square root of 10. However, Danielsson shows the under-
lying assumptions with respect to distribution are violated if the square root method
is used.

Most banks employ very similar VaR models, or use the standard approach. However,
banks differ widely in their objectives and exposure to market risk. A small savings bank or
building society in the EU is unlikely to be exposed to much market risk but must adopt
the standard approach nonetheless, which is costly. Other banks may be exposed to types
of market risk not well captured by VaR methods.

Market risk - the standardised approach

Banks without an approved internal model for estimating market risk exposure are required
to use Basel’s standardised approach. Recall the objective: to replace the credit risk
equivalents used in Basel 1 with a more sophisticated treatment of off-balance sheet items.
No VaR computation is used. Instead, the amount of capital to be set aside is determined
by an additive or building bloc approach based on the four market risks, that is, changes
in interest rates (at different maturities), exchange rates, equity prices and commodity
prices. In every risk category, all derivatives (e.g. options,”? swaps, forward, futures) are
converted into spot equivalents. Once the capital charge related to each of these risks is
determined, it is summed up to produce an overall capital charge. The computation does
not allow for any correlation between the four market risk categories. Put another way,
portfolio diversification is not accepted as a reason for reducing the capital to be set aside
for market risk.

Equity risk

Determining the market risk arising from equities is a two-stage process, based on a charge
for specific risk (X) and one for market risk (Y). To obtain the specific risk the net (an offset
of the long and short of the spot and forward position) for each stock is computed. The
net exposure of each share position is multiplied by a risk sensitivity factor, which is 8%
for specific and market risk, but if the national regulator judges the portfolio to be liquid
and well diversified, the systematic risk factor is reduced to 4%. In the example below, it is
assumed to be 4%.

22 Option positions are converted at their delta equivalents. Recall from Chapter 3 that delta measures the
sensitivity of the option price to a change in the underlying asset. If a bank has 500 call options on an equity,
each with a delta of 0.5, then the equivalent is 250 shares. A further allowance is made for gamma risk, i.e. the
sensitivity to a change in delta.
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Example: Computing the Capital Requirement for Equity Risk

Assume the bank holds three equities in its portfolio, and the regulator has judged it to
be well diversified. Then:

Equity Long ¥ Short X factor Y factor market Capital
positions positions specific risk risk required
($m) ($m) (net* x8%) (gross** x4%) X+Y ($m)

1 100 25 75* x0.08 =6 125 x 0.04 =5 11

2 75 25 50 x 0.08 =4 100 x 0.04 =4 8

3 25 50 25x0.08=2 75 x0.04 =3 5

*Net: column 1 — column 2.
**Gross: columns 1 + 2.

Though there is some allowance for diversification (depending on the regulator), the
method assumes the Bs (i.e. systematic/market risk) is the same for all equities.

Foreign exchange and gold risk

Recall that all derivatives have been converted into the equivalent spot positions. A bank’s
net open position in each individual currency is obtained — all assets less liabilities, including
accrued interest. The net positions are converted into US$ at the spot exchange rate. The
capital charge of 8% applies to the larger of the sum (in absolute value terms) of the long
or short position, plus the net gold position.

Alternatively, subject to approval by national regulators, banks can employ a simulation
method. The exchange rate movements over a past period are used to revalue the bank’s
present foreign exchange positions. The revaluations are, in turn, used to calculate simulated
profits/losses if the positions had been fixed for a given period, and based on this, a capital
charge imposed.

Interest rate risk

The capital charge applies to all debt securities, interest rate derivatives (e.g. futures,
forwards, forward rate agreements, swaps) and hybrid instruments. The maturity approach
involves three steps.

1. Obtain a net overall weighted position for each of 16 time bands. Before they are
summed, the net position in each time band is multiplied by a risk factor, which varies
from O at the short end to 12.5 at the long end.

2. 10% of each net position in each time band is disallowed to take account of the imperfect
duration mismatches within each time band — known as vertical disallowance.
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3. There is another problem: the interest rates in the different time buckets may move
together, which is resolved through several horizontal disallowances, which vary from
between 30% and 100% (i.e. no disallowance) in recognition that the degrees of
correlation will vary. The matched long and short positions between the time buckets
can be offset, but:

e a40% disallowance applies in the first set (0—1 year);

e a 30% disallowance applies to the other two sets of time bands, i.e. 1-4 years and
over 4 years;

e there is a 40% disallowance for adjacent time buckets, and a 100% disallowance
between zones 1 and 3.

Duration, explained in Chapter 3, is an alternative approach banks can employ to determine
the capital to be set aside for interest rate risk. In each time band, the sensitivity of
each position is computed by employing the duration for each instrument. The horizontal
disallowance is 10% but the charge related to vertical disallowance is lower because duration
allows sensitivity to be measured more accurately.??

Commodities risk

This risk is associated with movements in prices of key commodities such as oil, natural
gas, agricultural products (e.g. wheat, soya) and metals (e.g. silver, copper, bronze) and
related risks such as basis risk, or changes in interest rates which affect the financing of a
commodity. The capital charges are obtained with a methodology similar to that used for
the other three categories, but it will not be discussed here.

This outline?* of the standardised approach has been kept brief for several reasons. First,
depending on their activities, banks using this approach are more likely to incur substantially
higher capital charges than if they opt for the internal model approach, because offsetting
correlations between the four risk categories are ignored. Banks with a large trading book
would be the hardest hit. Second, a bank will incur substantial costs because it still has to
change its systems to comply with the standardised model. Taken together, these points
provide a strong incentive for most banks to invest in a risk management system which
ensures their internal model is approved.

4.4. Basel 2 - The Three Pillar Approach

“New Capital Regulation Rules, known as Basel 2, will more closely align regulatory
requirements with economic risk, and will have a profound effect on banking industry
structures and practices.”’ (Citigroup/Smith Barney, Basel II Strategic Implications,
October 2003, p. 3)

3 Recall from Chapter 3 that unlike the maturity approach, duration distinguishes between the average life of an
asset or liability and their respective maturity.

24 Readers interested in a more detailed description of the standardised approach, with worked examples, are
referred to Crouhy et al. (2000), pp. 137-150 and Basel (1996). Some of the material used above is based on
their book.



[193] —
GLoBAL REGcuLATION OF BANKS

In response to criticism of the 1988 Accord, a number of changes were made, culminating in
the 2001 proposal.?> The original plan was for the proposal to be discussed among bankers
and members of the Basel Committee, agreed on by January 2002, and adopted by 2004.
However, over 250 (largely negative) comments from banks, together with the Committee’s
three impact studies, prompted it to make substantial changes to the original document.
A final consultative document was published in April 2003, with comments invited until
the end of July 2003. The new agreement was reached in May 2004, and is published in
full (251 pages!) by the BIS on behalf of the Basel Committee on Banking Supervision
(2004). The standardised approach will apply to the G-10 countries by the end of 2006 and
the “advanced” approaches will take effect from the end of 2007. During the first year of
implementation, banks and national regulators are expected to run parallel computations,
calculating capital charges based on Basel 1 and 2.

However, US regulators have thrown a spanner in the works. In February 2003 it was
announced that just 10 of the most active global US banks would adopt the advanced IRB
approach (see below); another 10 or so are expected to abide by the Accord. In addition, it
will apply to the largest broker dealers in the USA, according to new rules recently proposed
by the Securities and Exchange Commission. The rest of the American banks will continue
to use Basel 1. The matter is discussed later in the chapter, but the decision does undermine
the potential impact Basel 2 will have.

It is also worth emphasising that though the Basel agreements apply to the international
banks in member countries, many countries require all their banks to adhere to the Basel
rules. For example, part of the European Union’s Capital Adequacy Directive 11 (CAD-II)
requires all EU credit institutions to adopt the Basel 1 standards. Basel 2 will be part of
the new Capital Requirements Directive, which must be passed by the EU Parliament.
Elections were held in June 2004, and included the 10 new countries for the first time.
The first opportunity for the Directive to be put to the EU Parliament is in late 2004/5.
Once passed by the EU, each of the 25 member states incorporate the Directive into their
respective laws. For example, it becomes part of UK law once it is ratified by parliament.

Finally, since the membership of the Bank for International Settlements (and the Basel
Core Principles Liaison Committee) has expanded to include key developing countries, and
regulators from these countries often require their banks to adopt Basel 1/2, many countries
with no direct representation on the Basel Committee aspire to treat the Basel rules as a
benchmark for their banks.

The new Accord seeks to achieve the following objectives.

1. It moves away from the “one size fits all” approach characteristic of Basel 1. The emphasis
is on “mix and match”. That is, each bank can choose from a number of options to
determine its capital charge for market, credit and operational risk. Table 4.1 illustrates
the choices open to banks.

2. Recognition that in terms of credit risk, lending to banks or corporates can be more
or less risky than to OECD sovereigns. As a result, risk weightings have been changed

3 The market risk amendment of Basel 1 and the contents of the first consultative document on Basel 2 was
heavily influenced by the Group of Thirty (G-30) (1993) report on derivatives. The G-30 is an influential group
of senior representatives from academia, the private and public sectors.
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Table 4.1 Basel 2’s Risk Pillar 1: Summary of Approaches

Credit risk

Operational risk

Market risk (unchanged
from 1996 amendment)

(1) Standardised approach
(2) Foundation IRB approach
(3) Advanced IRB approach

(1) Basic indicator approach

(2) Standardised approach

(3) Advanced measurement
approaches

(1) Standardised approach
(2) Internal model

Source: Part of the table comes from BIS (2003a), p. 3.

to such an extent that a bank or corporation can receive a lower risk weight than the
country where it is headquartered.
3. Explicit recognition of operational risk, with capital to be set aside, though overall the
amount of capital set aside should remain at 8% of total risk assets.
4. Subject to the approval of national regulators, banks will be allowed to use their
own internal rating models for the measurement of credit, market and operational
risk. Otherwise, banks will have to adopt a standardised approach drawn up by the

Basel Committee.

5. In addition to the new ‘“risk pillar”, new “supervisory” and “market discipline” pillars

have been introduced.

Thus, the proposal consists of three interactive, “mutually reinforcing” pillars:

PILLAR 1
Risk Assets Ratio

PILLAR 2
Supervisors

PILLAR 3
Market Discipline

Measurement of risk assets
ratio changed to
include:

(1) New measurement of

credit risk;

(2) Measurement of
market risk
(unchanged since
1966);

(3) Measurement of
operational risk.

Role of supervisors in their
review of banks: to encourage
banks to develop internal
methods to assess capital,
setting capital targets
consistent with the bank’s
risk profile and its internal
control methods

Use of market
discipline: banks to
disclose their method
for computing
capital adequacy,
how they assess risk,
credit risk mitigation
techniques
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Pillar1l — Minimum Capital Requirements

Basel 1(with 1996 Amendment) Basel 2(2006/7)
Capital (tier 1 & 2) Capital (tier 1 & 2)
Credit risk 4+ market risk Amended credit risk + market risk +operational risk

The definition of tier 1 and 2 capital used in Basel 1 is retained. However, over the longer term
the Basel Committee plans to review what constitutes eligible tier 1 capital. The minimum
requirements to set aside, 4% of capital (for tier 1) or 8% (for tier 2), remains unchanged.

The market risk measure introduced in the 1996 amendment is part of the new risk
assets ratio, and was discussed at length earlier in the chapter. The only change proposed
is to have one system for determining the trigger charge [see equation (4.2)]. There are
important changes in the measurement of credit risk and, for the first time, an attempt to
measure and impose a capital requirement for operational risk.

4.4.1. Pillar 1 - Credit Risk Measures

Measures of credit risk have been changed to deal with some of the criticisms of Basel
1. Banks must adopt one of three measurements: Standardised (modification of existing
approach); “Foundation Internal Ratings Based Approach” and “Advanced Internal Ratings
Based Approach”.

The standardised approach to credit risk

Banks lacking sophisticated models for assessing risk will be required to adopt the standard-
ised approach under Basel 2. Even with the standardised approach, the Basel Committee
has recognised the need for more flexible treatment with respect to credit risk. The major
modification involves the use of a wider band of risk weightings, from 0% for very low risk
to 150% for high risk loans. The credit risk weights for loans to countries, banks, corporates
and securitised assets are summarised in Table 4.2. There is no longer a distinction between
OECD and other sovereigns — a sovereign risk weighting will be determined by external
rating agencies or a qualified export credit agency (see notes below Table 4.2).
Weightings for other assets are as follows.

(a) Residential mortgages: 35%

(b) Commercial mortgages: 100%

(c) Personal loans: 100%

(d) Venture capital: the decision of the national regulator
(e) All other assets: 100%2%°

The above changes mean, for example, that if a corporation is rated BB—by a rating agency,
the bank may be asked to assign a risk weight of 150% to that asset, so it will have to

26 This list is not exhaustive. The Committee also specifies weights for past dues loans, higher risk categories,
commitments and some other categories. See paragraphs 41-56 of Basel (2004) for more detail.
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Table 4.2 Credit Risk Weights Under the Standardised Approach

Credit Rating AAAto A+toA— BBB+to BB+ toB— Below B— Unrated
AA- BBB—
Sovereigns & 0% 20% 50% 100% 150% 100%
central banks*
Banks! 20% 50% 100% 100% 150% 100%
Banks? 20% 50% 50% 100% 150% 50%
Credit Rating AAA to A+ to A— BBB+to BelowB—  Unrated
AA- BB-—
Corporate 20% 50% 100% 150% 100%
Credit Rating AAAto A+ toA-— BBB+to BB+ to BB— Below BB— Unrated
AA- BBB—
Securitised assets™ 20% 50% 100% 150% Deducted  Deducted
from from
capital capital

* For sovereigns, supervisors may opt for the credit scores produced by qualified Export Credit Agencies, in which
case the risk weight (in brackets) for ECA risk scores is as follows: risk score =1 (0%), 2 (20%), 3 (50%), 4-6
(100%), 7 (150%).

** For more detail on how Basel 2 proposes to treat securitised assets, see section IV of Basel (2003a).

1.2 Supervisors can use one of two options for all banks in their respective countries. Option 1: banks are assigned
a risk weight one category less favourable than the weight given to the country, except for countries where the
sovereign rates B+ to B—, in which case the score is capped at 100%. Option 2: banks are assigned a risk weight
based on the external credit ranking of the bank itself. Securities firms are ranked as banks provided they are
subject to comparable supervision and regulation. If not, they are treated as corporates.

set aside 12% of the value of the loan as capital. On the other hand, firms with treble
A ratings carry a risk weight of 20%, meaning the bank need set aside only 1.6% of the
value of the loan. The changes give banks an incentive to loan to more highly rated
corporations, whereas under Basel 1, the amount of capital to be set aside was always
the same, independent of corporations’ risk profiles. Small and medium-sized enterprises
are generally not rated at all. The German government, among others, expressed concern
at higher capital charges imposed on the mittelstand. However, in the final version, the
approach taken has satisfied the critics, and the consensus is that Basel 2 is unlikely to result
in a reduction in the availability of finance for small and medium-sized enterprises (SMEs)
(see below).

Some on-balance sheet netting is to be allowed on the banking book provided it meets
specified standards. However, there is no provision that would encourage banks to spread
their risks across a group of loans.

Credit risk: foundation and advanced internal ratings
based approach

Subject to the approval of the national supervisor, these banks may use their own internal
ratings and credit information to determine how much capital is to be set aside for credit
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Table 4.3 Foundation vs Advanced IRB

Data Input

Foundation IRB

Advanced IRB

Probability of default (PD)
Loss given default (LGD)
Exposure at default (EAD)*

Maturity (M)**

Supplied by bank-based on
own estimates

Supervisory values set by
Basel

Supervisory values set by
Basel

Supervisory values set by

Basel or at the discretion of

national supervisors,

supplied by bank-based on

own estimates, with an

Supplied by bank-based on
own estimates

Supplied by bank-based on
own estimates

Supplied by bank-based on
own estimates

Supplied by bank-based on

own estimates, with an

allowance to exclude some

exposures (e.g. make them
fixed maturity)

allowance to exclude some
exposures (e.g. make them
fixed maturity)

* EAD: refers to loan commitments — the amount of a loan or credit line that is likely to be drawn at the time of
default, and equivalent to potential credit exposure (PCE) discussed in Chapter 3.

** In IRB, the average maturity is assumed to be 3 years, though under special cases, adjustments will be possible:
a minimum of 1 year and a maximum of 7.

Source: BIS (2003a), p. 5.

risk. Basel has introduced these options to reward banks with sophisticated risk weighting
systems, which should lower the capital to be set aside to cover credit risk. It also increases
the likelihood that ratings will be based on economic capital, the capital set aside to cover
unexpected losses. This is considered an improvement over regulatory capital, which is set
aside based on regulatory dictates such as the Basel 1 or 2 risk weightings. The difference
between the foundation and advanced IRB relates to the data supplied by a bank, and the
data provided by the supervisor. Table 4.3 summarises the differences.

A bank must satisfy some minimum requirements to be approved for use of the internal
ratings approach (IRB). The conditions include:

e Differentiation of credit risk.

o Clear criteria for the internal ratings system and a complete ratings assignment.

e The probability of default (PD) is estimated for each group of borrowers assigned to
internal grades.

e PD data: banks must have at least 2 years of data from the time Basel 2 takes effect, rising
to 5 within 3 years.

e LGD: advanced IRB banks are to supply 7 years of data for loss given default (LGD),
though they are encouraged to develop a database covering a complete economic cycle.
Banks can use data from other sources, such as rating agencies or other banks.

e Internal validation.
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¢ Risk components: the bank uses its own. Supervisors are to approve the method by
which the risk components are converted into risk weights for the computation of risk
weighted assets.

¢ A bank’s internal ratings and VaR must be part of an integrated risk management system.
For example, while VaR is used to assess market risk and the regulatory capital to be
set aside, the risk management system must determine the economic capital (used to set
limits), look at performance via a risk adjusted return on capital (RAROC), etc.

e Satisfy the disclosure standards specified under pillar 3.

Risk weights under foundation IRB

Table 4.3 applies for all corporate, sovereign and interbank exposures. Once the supervisory
authorities approve a bank’s use of the foundation IRB approach, there is the question of
how the risk weights will be applied. Basel assigns two risk weights. The first risk weight
is a function of PD, which is supplied by the bank; the second a function of LGD.?” The
values for LGD, along with EAD, are supplied by Basel, and will depend on the nature of
the exposure.

Basel had intended to include expected losses in the risk weightings but the final
agreement (June 2004) replaced this with a requirement that if a bank finds the actual
provisions it set aside is less than expected losses, it must be deducted from tier 1 and tier 2
capital, subject to a maximum cap.

For retail exposures, no distinction is drawn between IRB and advanced IRB. All IRB
(foundation and advanced) banks are expected to supply internal estimates of PD, LGD
and EAD based on pools of exposures.?® Retail loans are divided into three categories:
(1) residential mortgages; (2) revolving retail loans — mainly unsecured revolving credits,
such as that incurred by agents who roll over most of their credit card payments; and
(3) other retail — non-mortgage consumer lending including loans to SMEs with annual
sales of less than €5 million. Basel provides the risk weight formula to obtain risk weighted
assets in each of the three categories. The risk weight is obtained using a Basel specified risk
correlation, and formulae using PD, LGD and EAD.%

The loan loss rates on different types of loans are used to obtain estimates of the
loss given default, LGD. Once LGD is known, together with PD, a risk weight is
derived. The risk weight for retail exposures is assumed to be about 50% of corpo-
rate exposures, based on the reasoning that personal loan portfolios are more highly
diversified.

In the original proposals, loans to small and medium-sized enterprises (SMEs — defined
as firms with annual sales of <€50 million) were to be treated like retail loans, but in the
final document,*® the IRB risk weight formula for corporates is to be used, adjusted for firm

27While PD and LGD will be used to determine the risk weights, Basel also intends to impose an additional
multiplier of 1.5 to allow for further cover in case of model errors. At the time of writing, there is strong opposition
to it, and it may not appear in the final document.

28 Unlike corporate exposures, where the values are estimated for individual exposure.

2 For the detailed formulae, readers are referred to Basel (2003a, paragraphs 298—301).

30 See Basel (2004).
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size. The corporate risk weight is adjusted using the formula: 0.04 x 1[(S — 5)/45], where
S is the annual sales in € millions. If €50 > S > €5 million, then the formula is used. €5
million is a floor: anything less is treated as €5 million, or the firm can opt to have the loan
treated as a retail loan. SMEs are treated as retail loans if their total exposure to the banking
group is less than €1 million—the bank in question treats these loans the same way as other
retail exposures.

Securitisation

For IRB banks originating securitisations, a bank must calculate Kjgg, which is the amount
of capital that would have been set aside if the underlying pool of assets had not been
securitised. If the bank is in a first loss position (i.e. in the event of a default on the
securitised assets it has to absorb the losses that are a fraction of (or equal to) Kigg), then
the position must be deducted from capital. In other words, banks that do not pass on
the full credit risk to a third party will have to set aside capital. The amount set aside is
determined by a ratings based approach if the security is externally rated. If IRB banks invest
in securitisations, a formula is used to estimate how much capital is to be deducted based
on the external rating given, or, if they are unrated, other factors. However, in the June
2004 agreement, it was acknowledged that some aspects of the treatment of securitisation
was under review.

Credit risk mitigation: collateral, guarantees and credit
derivatives

Basel recognises collateral, guarantees and credit derivatives as “credit risk mitigants”,
because the presence of any three may mean that in the event of default, some assets are
recovered, which reduces the size of a loss for the bank. However, certain restrictions apply,
depending on the risk management approach adopted by a bank.

Collateral

Collateral backs a loan, and in the event of default, is used to recover some assets, Thus,
collateral affects LGD — the higher the quality and amount of collateral, the smaller the
LGD. Under Basel 2, what is accepted as recognised collateral depends on the approach

adopted by the bank.

e Standardised approach: The main components of recognised financial collateral include
cash (held on deposit at the bank granting the loan’!), gold, government securities rated
BB— and above or at least BBB (when issued by non-government entities, including
banks and securities firms); unrated securities if they are issued by a bank, are traded on a
main exchange and qualify as senior debt, equities (or mutuals/UCITS??) that are part of
a main index (e.g. the FTSE 100).

31 This type of cash collateral is an example of netting — it effectively means banks are offsetting assets and liabilities
of a given counterparty, provided the bank has recourse to the deposits in the event of default.
32 UCITS: undertakings for collective investments in transferable securities (e.g. unit trusts).
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e IRB: the main components are all collateral under the standard approach, equities
(or mutuals/UCITS) traded on a main index, receivables, and some types of commer-
cial/residential and property.

e Advanced IRB: all forms of physical collateral are accepted, in addition to the collateral
listed under IRB.

Guarantees

A guarantee is provided through a backer. For example, another bank can guarantee a loan.
The key risk is the quality of the guarantor. Thus, a guarantee, depending on its quality, will
affect the probability of loan default (PD). Ischenko and Samuels (2001) show that for a
given expected loss, the risk weight on LGD will be lower than that on PD. It means banks
are likely to opt for lending with collateral rather than guarantees, because the risk weight
will be lower.

Credit derivatives

Though excluded as a possible credit risk mitigant in the earlier consultative documents,
in the third paper (BIS, 2003c), Basel accepted that credit derivatives, in the form of credit
default swaps (CDSs), can give a form of insurance against loss. The main issue surrounds
what constitutes a credit event, i.e. what constitutes default, and in particular, what types
of restructuring constitute default. Basel’s current position is that banks can use them to
lower capital requirements provided the credit default swap includes restructuring as a form
of default event if it results in credit losses, unless the bank has control over the decision to
restructure.

Advanced internal ratings based approach and credit risk

As Table 4.4 shows, if a bank’s credit risk management system is approved for the advanced
internal ratings based approach (AIRB), the bank supplies its own estimates for PD, LGD,
EAD and maturity. There are no rules on what factors should be used for the purposes
of risk mitigation. Furthermore, all physical collateral is recognised, unlike the limited
recognition of property and equity under IRB. Basel 2 proposals reward more sophisticated
risk management systems by reducing the amount of capital to be set aside. The reasoning is
that their models account for economic capital sufficiently well to satisfy regulatory capital
requirements. Ischenko and Samuels (2001) estimated that for some banks, adopting an
AIRB will reduce capital requirements by 10—20% compared to IRB.

A more recent publication by Citigroup Smith Barney (2003) concluded there was little
difference by way of capital relief if the AIRB was used in place of IRB, but AIRB is

significantly more costly to introduce.

4.4.2. Pillar 1 - Operational Risk

Operational risk (OR) is a new controversial addition to the denominator of the risk assets
ratio. Recall Basel’s definition of operational risk from Chapter 3, which in more recent
documents has changed very slightly:
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“... Operational Risk is defined as the risk of losses resulting from inadequate or failed
internal processes, people and systems, or external events.”” (BIS, 2003a, p. 8)

Based on the most recent Basel publications at the time of writing, a bank may adopt one
of three approaches (or a variant of the basic standardised approach) in the measurement
of operational risk.

e Basic indicator: A capital charge based on a single indicator for overall risk exposure, the
average (positive) annual gross income over the previous 3 years. Then the capital set
aside is 15% (the alpha factor) of this, i.e.
capital charge = (0.15) x (average annual gross income).

o Standardised:*> To qualify for the use of this approach, banks must have in place an
operational risk system, which complies with minimum criteria outlined by Basel. This
approach requires banks to identify income from eight business lines. The capital charge
for each business line is gross income multiplied by a fixed percentage (beta factor),
which varies between 12% and 18%. The total capital to be set aside is the sum of
these capital charges. The business lines and accompanying beta factors are summarised
in Table 4.4. The total capital to be set aside is a three-year average of the regulatory
charges calculated for each year. Negative capital charges (arising from negative income)
for a given business line can be used to offset positive capital charges from other business
lines in that year. However, if the aggregate capital charge for a given year turns out to
be negative, it is entered as a O in the numerator of equation (4.2). The total capital
charge®* is then:

Krsa = {21_3 max [Z(Gh—s X B1-s), 0]} /3 (4.3)
where

Krsa: capital charge using the standardised approach
> 1_3:sumover 1 to 3 years
Gl _g: annual gross income in a given year for each business line
B1_s: fixed percentage of the level of gross income for each business line,
given in Table 4.5.

o Advanced measurement approaches (AMAs): AMAs are for banks meeting more advanced
supervisory standards. Banks use their own methods to assess their exposure to operational
risk, and from this, determine the amount of capital to be set aside. Banks are allowed to
purchase insurance against operational risk, and use it to reduce the OR capital charge
by up to 20%. However, to use insurance, banks must meet certain conditions. The most
important is that the insurer is A-rated (by external agencies) in terms of its ability to

3 An alternative standardised approach may also be used, subject to the approval of the national supervisor. It is
similar to the standardised approach but for retail and commercial banks, loans and advances, multiplied by a fixed
factor (0.035) is used instead of gross income. The other business lines remain unchanged. See Basel Committee
on Banking Supervision (2004), p. 139.

3* Source of equation (4.3) and Table 4.4: Basel Committee on Banking Supervision (2004), p. 140.
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Table 4.4 Operational Risk — Standardised Approach

Business lines Beta factors (%)
Corporate finance, B 18
Trading & sales, B; 18
Retail banking, 83 12
Commercial banking, B4 15
Payment & settlement, Bs 18
Agency services, B¢ 15
Asset management, 7 12
Retail brokerage, Bs 12

meet claims. In addition, the insurance coverage must last at least a year, be explicit in
terms of the OR it is covering, and may not have any exclusions or limitations arising
from regulatory action.

For banks with global operations and numerous subsidiaries, the final agreement notes
that a “hybrid approach” to operational risk may be used. Subject to the approval of a
national supervisor, a parent bank with international operations, when employing AMAs
for calculating capital to be set aside, can allow for diversification gains within its own
operation but is not allowed to include group-wide benefits. Significant subsidiaries can
use the head office model, parameters, etc. to compute their operational risk but the
amount of capital set aside must be based on the same criteria as those used by the parent
bank. Subsidiaries deemed of minor significance to the group’s operations can (subject to
agreement by the supervisor) be allocated a charge for OR from the group-wide calculation,
or use the parent’s methodology to compute the charge.

4.4.3. Pillar 2 - Responsibilities of National Supervisors

This pillar identifies the role of the national supervisors under Basel 2. Basel has identified
four principles of supervisory review:

1. Supervisors are expected to ensure banks use appropriate methodology to determine
Basel 2 ratios, and have a strategy to maintain capital requirements.

2. Supervisors should review banks’ internal assessment procedures and strategies, taking
appropriate action if these fall below standard.

3. Banks should be encouraged by supervisors to hold capital above the minimum require-
ment.

4. Supervisors are expected to intervene as early as possible to ask a bank to restore its
capital levels if they fall below the minimum.

To fulfil these objectives, an ongoing dialogue between supervisors and banks is necessary.
Also, supervisors are likely to focus on banks with a history of taking higher than
average risks.
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Pillar 2 does not give explicit detail on how supervisors should behave, and is likely
to be used to back up pillar 1, and possibly, deal with some of the more controversial
aspects of pillar 1. For example, the Committee has recently emphasised the importance of
conservative stress testing for banks adopting the IRB approach. Supervisors should require
these banks to devise a conservative stress test in order to test how their capital requirements
might increase given a particular scenario. Based on the test results, banks should ensure
they have a sufficiently robust capital buffer. If capital falls below the necessary amount,
supervisors would intervene and require the bank to reduce its credit and/or market risk
exposures until it can cover the capital requirements implied by the relevant stress test.

4.4.4. Pillar 3 - Market Discipline

The main purpose of pillar 3 is to reinforce pillars 1 and 2. Providing timely and transparent
information, or even knowing they have to provide it, gives the market a role in disciplining
banks. Participating banks are expected to disclose:

¢ Risk exposure.

o Capital adequacy.

e Methods for computing capital requirements.

o All material information, that is, information which, if omitted or mis-stated, could affect
the decision-making of the agent using the information.

e Disclosure should take place on a semi-annual basis; quarterly in the case of risk exposure,
especially if the bank engages in global activities.

The Committee plans to issue templates banks can use to ensure the disclosure principles
are adhered to. It considers pillar 3 an important component of Basel 2, especially for banks
using the IRB approaches in credit risk, AMA for operational risk and their own internal
models for market risk. These banks have far greater discretion in terms of computation of
capital charges they incur, and it will be difficult for supervisors to master every detail of the
approach they take. Market discipline should discourage attempts by banks to cut corners
in their risk assessment.

4.4.5. A Critique of Basel 2

There were numerous criticisms of Basel 2, but some were addressed during the consultative
process (e.g. SMEs). The problems with the use of VaR were discussed earlier. Here, the
more general problems related to the Basel 2 framework are reviewed. Perhaps the most
serious is that it moves with the economic cycle, i.e. it is pro-cyclical. To the extent that
the creditworthiness of financial and non-financial firms moves with the cycle, the method
for calculating the amount of capital to be set aside in a given year means less will be needed
during an economic boom; more during a downturn. The nature of recession (falling stock
markets, downgrading of firms experiencing falling profits by independent rating agencies,
and higher loan losses as a result of increased default rates) will reduce banks’ risk assets ratios.
Since raising capital, even if possible, will be more costly, banks are likely to cut back on their
activities (e.g. reduced lending, less trading), which in turn will aggravate the downturn.
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Hawke (2001) gives an interesting example of the effect of pro-cyclicality. When
Basel 1 was being implemented in the late 1980s/early 1990s,*> the US banking system
was in the throes of a crisis. Banks were facing mounting losses — even the Deposit
Insurance Corporation was threatened with insolvency. Many US bank supervisors thought
Basel 1 aggravated the crisis as banks struggled to get their Basel risk assets ratios up
to 8%, either by reducing lending and/or trying to raise new capital in a depressed
market.

The Basel Committee addressed this criticism in several ways. Compared to earlier
proposals, the risk curve, or the relationship between capital charges and the probability
of default, has been flattened for corporate and retail loans. Also, banks have been asked
to take a long run view (rather than just one year) when they determine the internal
ratings of borrowers. This means the ratings should reflect conditions over a number of
years, taking the whole business cycle into account. If banks are estimating their probability
of default (which in turn feeds into the capital to be deducted), they are advised to
use the full economic cycle. When making loan decisions, banks should note the stage
of the economic cycle and employ stress tests to identify economic changes that will
affect their portfolio. The information can be fed into the determination of their capital
requirements. However, it is often difficult to assess how long a stage of the cycle will
last. There is also a more general challenge: to collect sufficient data, especially in the
early years.

A recent study suggests that the external ratings of the creditworthiness of firms could also
fuel the problem of pro-cyclicality. Amato and Furfine (2003) reported that it is rare for the
rating of a large corporation or bank to change. This finding is consistent with the general
claim that credit ratings are not related to the cycle because they are relative measures. A
bond rated AAA signals that it is less risky than a bond rated BB. Nonetheless, it has been
shown that ratings move with the business cycle,*® though this alone does not necessarily
mean the ratings themselves are influenced by the cycle. This is the question Amato and
Furfine set out to address, using data on the economic cycle, financial ratios and the ratings
themselves. The ratings data include both investment and speculative grade; from Standard
and Poor’s monthly ratings of all firms — January 1981 to December 2001. Amata and
Furfine report that for small changes in business risk, ratings remain unchanged. However,
they find evidence of “overshooting” when a rating is changed. Upgradings were found to
be excessive; downgradings too severe. Furthermore, the excessive optimism/pessimism is
directly correlated with the state of the macroeconomy, meaning the upgrade/downgrade
will aggravate a boom/recession.

Perversely, Basel 2 could raise the amount of systemic risk for banks using the standardised
approach. They have little incentive to diversify because they are not rewarded for it, though
this was also true in the case of Basel 1.

Recall the original purpose of the Basel 1 accord was to establish a level playing field
for international banks in terms of regulatory capital to be set aside. Banks can pick and
choose from different parts of Basel 2, which means all banks have an equal opportunity to

35 Recall the Basel 1 accord was reached in 1988 but international banks had until 1993 to implement it.
36 See Graph 1 of Amato and Furfine (2003) and Nickell et al. (2000).
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determine the amount of regulatory capital to be set aside. However, the complex details
and/or proportionately higher compliance costs for some banks means the playing field is
no longer level.

As was noted earlier, Basel 2 will be used by 10 to 20 of the most internationally active US
banks, but the rest of the American banks will use Basel 1. This has important competitive
implications. The US banks which do adopt Basel 2 are the ones with sophisticated in-house
models, so they will employ advanced approaches to the treatment of credit, market and
operational risks, i.e. internal ratings for market risk, advanced IRB for credit risk and
AMA for operational risk. Therefore it is likely their overall capital requirements will fall.
Furthermore, there are no onerous new compliance costs for the thousands of US banks
which continue to employ Basel 1, which may give them a cost advantage if the capital
charge based on Basel 1 is lower. This gives US banks a competitive edge over their
European or Japanese counterparts. On the other hand, banks adhering to Basel 1 will not
experience a reduction in the capital they must set aside, while banks in other countries
may. Also, the US sets quite rigorous regulatory standards (see Chapter 5), which may offset
any cost advantage they achieve because they do not adopt Basel 2.

The big European banks which see the major US banks as their main competitors in
wholesale markets will have their competitive position further undermined, for two reasons.
First, it was noted earlier that Basel 2 is to be part of the Capital Adequacy Directive 111
before it is implemented in Europe. According to Milne (2003), contrary to expectations,
the fast track Lamfalussy option®’ will not be used for the CAD III, which means that
most of Basel 2’s technical details will have to be passed by the European parliament, a
process that will take, at the minimum, three to four years. US banks which adopt Basel
2 will do so immediately after their regulators approve its use. Their capital requirements
are likely to be lower, while the European competitors will have to set aside larger amounts
of capital under the old Basel 1 accord. This competitive edge for the top US banks will
continue until the Capital Adequacy Directive III is passed. Second, once Basel 2 is part of
a European directive, any component of it that dates or is affected by financial innovation
will be extremely difficult to update/amend because it is part of a European law.

The problems outlined above will hit London’s financial district particularly hard, and
could undermine its leading international position in financial markets. The UK’s Financial
Services Authority may be forced to take unilateral action, and require banks in London to
implement Basel 2 ahead of the EU’s CAD III.

Some commentators have suggested that there is a danger of banks that are part of
financial conglomerates moving their credit risk to another non-bank financial subsidiary
to reduce the amount of capital they have to set aside. For example, credit derivatives
might transfer the credit risk related to a loan to an insurance company. Or assets could be
securitised and sold to third party insurers. However, the final version of Basel 2 (BIS, 2003c¢;
Basel Committee, 2004) has tightened up many loopholes and should prevent some aspects

37 After the development and qualified acceptance of the Lamfalussy fast track procedure for securities law, the
expectation was that it be used for Basel 2. However, only the Annexes of Basel 2 are deemed “level 2”, that is,
they can be amended by a special committee. The main document of Basel 1 is classified as “level 17, and therefore
will be part of a directive — any amendment will require approval by the European parliament, and then adopted
by the national legislatures.
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of regulatory arbitrage that occurred under Basel 1. Also, such behaviour is unlikely to be
ignored by national regulators: this is an example where pillar 2 could re-enforce pillar 1.

A related concern is that the Basel requirements are encouraging banks to transfer credit
risk off their balance sheets. As was documented in Chapter 3, the credit derivatives market
grew from virtually nothing in the early 1990s to $2 trillion by 2002. These are forms of
credit risk transfer: banks originate the loan (agree to lend money to firms and individuals)
but transfer the risk from the bank to purchasers of loans or securities. The trend to
move loans off-balance sheet began with the issue of mortgage backed securities in the
1970s, followed by, in the 1980s, the sale of sovereign debt, syndicated loans and corporate
debt. However, now it is credit risk which is being transferred. Most of the institutional
investors assuming this credit risk (as a consequence of securitisation or the use of credit
derivatives) do not have in-house credit risk departments and rely on credit rating agencies.
The agencies have expertise in assessing personal, firm or country risks, but do not look
at the aggregate picture (the techniques for portfolio credit risk analysis were discussed in
Chapter 3), even though institutional investors typically purchase, or insurance is written
for, bundles of loans or bonds. Banks no longer hold risk but are conduits of risks.*®

On the other hand, only a few of the top global banks are active in this market. Recall
BIS (2003e) reported that 17 (19) US banks sold (bought) credit protection and only 391
out of 2220 banks supervised by the Office of the Comptroller of Currency held any form
of credit derivatives. Risk Magazine reported 13 firms were behind 80% of transactions in
credit derivatives.” Finally, The Economist claimed roughly 8% of US commercial and
industrial loans were insured ($60 billion).** All of these figures indicate responsibility for
the majority of the credit risk associated with lending remains in the banking sector.

The emphasis on the use of external ratings raises other issues. To reduce capital
requirements, banks using the standardised approach will want to lend to rated firms. Most
rated corporations are headquartered in the USA, and to the extent that corporations
do business with their own national banks, it gives US banks an additional competitive
advantage, at least in the short run. Another problem is the absence of a strong ratings
culture in Europe and Japan. For example, Moody’s rates 554 corporates in Europe; 221 of
these are in the UK, another 121 in the Netherlands. In France and Germany, the numbers
are as low as 43 and 45; respectively. That leaves just 127 other firms spread throughout
Europe. In Japan, just 191 corporates are rated.*! However, given the importance Basel will
place on rating agencies, it is likely their business will spread rapidly in Japan and Europe.
Regulators will have to identify the most accurate, requiring them to meet a set of criteria
to be accepted as a recognised agency.

Small and medium-sized enterprises, and firms located in emerging markets, may find it
more difficult to raise external finance because they are not rated. To address this issue, the

38 The term “conduits of risk” first appeared in The Economist (2003b), p. 62.

39 These figures were reported by Risk Magazine and the OCC to BIS researchers. See BIS (2003d).

40 The Economist, 5 July 2003, p. 81.

41 Source: Ischenko and Samuels (2001), table 12, which took the figures from Moody’s. Note the figures are for
Moody’s only — other rating agencies offer their services, so the totals will be higher. However, if the proportions
are the same, it means that only % of European firms are rated, and about 10% of Japanese firms, compared to

the USA.
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final document (2004) confirmed the use of an adjusted formula based on the IRB corporate
risk weight for SMEs with sales revenues ranging from €5 to €50 million. Otherwise, if
SMEs are classified as retail, they could benefit from the flatter risk curve noted earlier.*?
However, there is no allowance for portfolio diversification through SME exposure.

In the USA, only four agencies (Standard and Poor’s, Moody’s, Fitch IBCA and Dominion
Bond Ratings) are officially recognised by the Securities and Exchange Commission (SEC),
giving them effective control over the US market. This raises the issue of monopoly
power in the ratings sector. A US congressional subcommittee has asked the SEC about
its relationship with these agencies. The subcommittee has expressed concern that the
arrangement could limit the operation of a free market and prevent consumer interests
from being served. Just three of these rating agencies are global players, meaning they are
exposed to even less competition outside the USA.

There is also a potential for conflict of interest because increasingly, ratings firms advise
banks on their risk management systems. The ratings agency may be tempted to give higher
ratings to banks acting on their advice, though this is unlikely provided there are effective
firewalls between the ratings agency and its offshoot offering the advice. However, it could
increase the number of banks using similar risk management techniques. The degree to
which they are correlated will mean banks react in similar ways to changes in the financial
markets/macroeconomy, thereby aggravating any boom or recession.

Excessive prescription is another problem. The final agreement (2004) is 251 pages, with
detailed instructions given for the implementation of Basel 2, especially the new risk assets
ratio. To quote Hawke, who was referring to the (2003¢) document:

“When I complained to the Basel Committee about the complexity of the paper, I am roundly
admonished. . . ‘We live in a complex world. Don’t quibble if we try to fashion capital rules
that reflect that complexity’. But. . . the complexity we have generated goes far beyond what
is reasonably needed to deal with sensible capital regulation. It reflects, rather, a desire to
close every loophole, to dictate every detail, and to exclude to the maximum extent possible
any opportunity for the exercise of judgement or discretion by those applying and overseeing
the application of the new rules. .. Any effort to simplify runs the danger {of upsetting}
compromises that have been hammered out.”” (Hawke, 2001, pp. 48—49)

The detailed computations needed if banks adopt either of the IRB approaches could
discourage financial innovation and expansion into new markets because of the paucity of
historical data necessary to compute PD and LGD. Also there are many recent examples
where national regulators have encouraged healthy banks to merge with problem banks to
avert a failure. Under Basel 2, any bank with IRB status will be reluctant to agree to such a
merger if it means their IRB status is removed for several years because it will take that long
to improve the risk management system of the weak acquisition. Thus, regulators could lose
a useful tool in the resolution of banking problems, which could increase systemic risk.
Milne (2003) identifies another problem arising from too many rules. He argues that
regulators may find it difficult to oversee the actions of banks that opt for the advanced

42 German banks are developing their own internal ratings of SMEs, using both financial ratios and measures such
as quality of management. The ratings will influence a SME’s loan rate but will be internal to the bank.
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approaches and compute their capital obligations in Basel 2. For example, if using the IRB
approach they will compute PD and LGD using sophisticated models and a considerable
amount of judgement. Independent analysts or supervisors may find it difficult to assess
the quality of the risk management input at this level of sophistication, and it will
pose a considerable challenge to their resources. There are ways of dealing with this
problem, such as requiring external auditors to verify the quality of the capital adequacy
requirements as assessed by the banks, or to have supervisors monitor the work of other
national supervisors. However, these are costly options. Another possibility is to tighten up
disclosure requirements so that banks (after some lapse in time to preserve confidentiality)
had to disclose the detailed computations of PD and LGD. But by this time, it might be
too late.

The treatment of operational risk (e.g. capital to be set aside based on gross income)
is considered unworkable, and OR itself is difficult to quantify. These views are shared by
academics and practitioners alike. The Americans rejected Basel 2 for most of its banks
because, they argue, it is too costly for them to switch. Also, their regulators believe it is
impossible to quantify operational risk,*> making the resulting capital charge inherently
subjective. They argue operational risk should be part of pillar 2 — monitored by regulators,
with no explicit charge. European officials want all banks to be able to use insurance
on operational risk to reduce the OR portion of the capital charge, independent of the
approach they adopt.

Ischenko and Samuels (2001) claim the Basel Committee’s remarks indicate they are
focusing on two risks. Rogue trader risk: such as Barings (1995) and Allied Irish Bank (2002).
If banks were required to set aside explicit capital for this type of risk, it would give them a
greater incentive to monitor their positions. IT risk: relates to the concern on the reliance
of computer systems to complete large numbers of banking transactions. However, there
have been no real disasters arising from computer failure, though liquidity has been strained
in certain cases; “9/11” is a good example. Back-up systems meant, relative to the scale of
the disaster, there was no serious disruption and minimal loss of data.

Ischenko and Samuels (2001) estimated that for some banks, adopting the Advanced
IRB will reduce capital requirements by 10—20% compared to IRB. Citigroup Smith Barney
(2003) concluded there was little difference by way of capital relief if the AIRB was
used in place of IRB, but AIRB is significantly more costly to introduce. More generally,
Ischenko and Samuels (2001) argue the banks primarily engaged in investment banking,
asset management, proprietary trading, custody and clearing will be the most adversely
affected by capital charges for operational risk (OR), because of the emphasis placed on
setting aside capital for rogue trading or the collapse of a bank’s IT system. For the more
traditional bank with proportionately large amounts of credit related business, the OR
charge will be small and the capital savings made from the new proposals for credit risk
(especially if the bank adopts an advanced internal ratings approach) could be substantial.

Three quantitative impact studies were conducted by the Basel team. The results of the
first two indicated higher capital charges (compared to Basel 1) in the majority of cases, and
in response to these findings, the proposals were revised. The final quantitative study was

3 Even though the Basel third quantitative impact study (Basel, 2003b) indicates quantification is feasible.
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Table 4.5 Percentage Change* in Capital Requirements

Standardised (%) IRB Foundation (%) IRB Advanced (%)

Mean Max Min Mean Max Min Mean Max Min

G-10 group 1 11 84 15 3 55 =32 -2 46 —36
G-10 group 2 3 81 -23 -19 41 58
EU group 1 6 31 -7 —4 55 =32 —6 26 =31
EU group 2 1 81 —67 -20 41 =58
Other groups 1&2 12 103 —17 4 75 =33

* The percentage change in minimum capital requirements, compared to the current Basel 1 Accord.
Source: BIS (2003b), table 1.

initiated in October 2002, and the results (BIS, 2003b) published in May 2003. 188 banks
from 13 G-10 countries, and 177 banks from 30 other countries took part in the third study.
Banks were divided into group 1 (globally active, diversified, large banks, with tier 1 capital
in excess of €3 billion) and group 2 (smaller, more specialised). Table 4.5 summarises the
key findings. After the revisions implemented from the consultation documents, the findings
were much more positive, especially if banks adopt one of the two advanced procedures
which rely on their own internal ratings system. Table 4.5 shows that the average capital
reduction is between 2% and 6% for globally active banks.

Compared to the previous two quantitative impact studies, the findings were much more
positive, especially if banks adopt one of the two advanced procedures which rely on their
own internal ratings system. As can be seen from the Min and Max columns, the variation
is considerable. Recall the objective of Basel 2: to bring in more sophisticated systems of risk
measures so that banks could set aside capital for market, credit and operational risk, but
with no change to overall capital burden (compared to Basel 1) or even a reduction in it.
For banks using the standardised approach, column one shows the capital charge is higher,
especially for the G-10 group 1 and the “other” category — countries including Australia,
Hong Kong, Norway, Singapore and a large number of emerging market countries such as
China, Russia, Hungary, the Czech Republic, India, Malaysia, Thailand and Turkey. While
most G-10 group 1 banks are likely to have systems in place to qualify for the IRB foundation
or advanced approaches,** this is not the case for many of the banks headquartered in
countries from the “other” category.

If the IRB foundation approach is used, the capital charge will fall for most banks, but
again, it increases for the G-10 group 1 banks and the “other” category. The report notes
that G-10 group 1 banks have, on average, less retail activity than group 2 banks — banks
with large retail exposures tended to do better because the new risk weightings are lower
compared to Basel 1, with the exception of past due assets. Furthermore, the standardised
approach was used by most of the banks to compute operational risk figures; a few used the
basic indicator approach; only one used the advanced approach.

# In addition, the report notes that G-10 group 1 banks have far less retail activity than group 2 banks — banks
with large retail exposures tended to do better because of the new risk weightings.
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Table 4.5 shows that for banks adopting the IRB advanced approach, average capital
charges will fall. Note, however, that very few banks in the “other” category will have the
systems in place to qualify for this approach. Indeed, there were so few banks from the IRB
category that they could not be reported because of fears they could be identified.

Basel 2 could prove most onerous for the “other” group, many of which come from
emerging markets, not necessarily because they are inherently riskier but because they do
not have sophisticated risk management systems in place.

The Min and Max columns show the wide variation of impact the Basel 2 framework will
have. No matter what approach is used, some banks stand to gain a great deal, while others
will suffer a large increase in the capital charge.

For the more sophisticated banks that experience a reduction in their capital requirements,
more capital will be released. If, overall, more capital is released than set aside, “surplus”
capital will emerge. Too much capital will increase competition, encourage consolidation
(capital surplus banks will be looking for capital weak banks), and possibly greater risk
taking. The latter outcome would be a bit of an irony: regulators, by creating a situation of
surplus capital, end up encouraging the banks to engage in riskier activities.

It appears that banks in most of the G-10 countries are quite advanced in their
preparations to adopt pillar 1 of Basel 2. In a recent survey,® over 75% of large (assets in
excess of $100 billion) and medium-sized (assets ranging from $25 to $99 billion) banks in
North America, Europe and Australia are planning to be using IRB by 2007 and to have
IRB Advanced by 2010. Over 60% of European banks report being at the “implementation”
stage, compared to 12% in the USA and 27% in Asia and the emerging markets. Progress
on meeting Basel 2 operational risk requirements has been slower, with less than half the
North American, European and Australian banks expecting to be using the Advanced
Measurement Approach (AMA) by 2007, rising to 70% by 2010. About 62% consider their
preparations for pillars 2 and 3 to be “poor” or “average”. For the larger banks the cost of
complying with Basel 2 ranges from between €50 million (60%) and €100 million (33%).
The majority of medium-sized banks (more specialised) are expecting the cost to be less

than €50 million.

4.5. Alternative or Complementary Approaches
to Basel

The Basel Committee claims that Basel 2 has been designed to encourage banks to use
their own internal models to compute a capital charge. Critics argue the incentives are
not there, the approaches discussed in this section are examples of incentive compatible
regulation: the objective is to improve the incentive of individual banks to have accurate
risk management systems, either through use of the market or regulators, or both.

4.5.1. The Pre-commitment Approach
This proposal would deal with private banks’ criticism of Basel, that if a bank is allowed

to use its own internal model, the minimum capital requirement is too high because it is

# All the figures in this paragraph come from The Banker (2004), pp. 154—165. The article is based on a survey of
200 global leading banks undertaken by FT Research for Accenture, Mercer Oliver Wyman and SAP.



[211] —

GLoBAL REGcuLATION OF BANKS

based on VaR multiplied by 3 or even 4. The larger banks claim this requirement creates a
disincentive to use more sophisticated models of risk management.

The Fed’s pre-commitment proposal (1995): The Federal Reserve suggested that banks and
trading houses “pre-commit” a level of capital they believe to be necessary to cover losses
arising from market/trading risks. The amount pre-committed would be based on the bank’s
own VaR model.

At the end of a specified period, the regulator would be able to impose penalties (e.g. a
fine or a non-monetary fine, such as not being able to incur certain types of market risk
over a period of time) on a bank which failed to set aside enough capital. If the bank
over-commits, it penalises itself by setting aside too much capital.

Such a system would remove the responsibility of the regulator to endorse a particular
model, which is necessary in Basel 2’s internal model approach. It gives each firm an
incentive to find the best model and to add the appropriate multiplication factor to the
estimate of possible losses to ensure against incurring a penalty.

The problem with pre-commitment is that banks are penalised at a time when they
are under-capitalised — similar to the pro-cyclical problem discussed in Basel. Also, if all
banks failed to meet their target because of an unexpected event, it could create systemic
problems itself.

4.5.2. Subordinated Debt

Another example of an incentive based approach is that all banks be required to have a
certain percentage of their capital in subordinated debt: uninsured, unsecured loans which
are junior to all other types of lender, that is, the lenders would be the last to be paid off
in the event of bankruptcy. However, a number of issues need to be dealt with if it is to be
successful. A clear signal that these creditors will not be bailed out is necessary. Thus, only
well-informed buyers, such as institutional investors, should have access to it, which could
be done if the debt is issued in very high denominations. The choice of correct maturity is
also important. If too short, there is a reduced incentive to monitor. If too long, banks would
issue the debt at infrequent intervals, and the market would be unable to give an indication
of its view on that debt, which would undermine market discipline. Most proposals suggest a
maturity of at least 1 year. The amount suggested is between 2% and 5% of total assets, with
a reduction in capital contributions to ensure a fair capital burden. Some propose quarterly
debt issues so the market can adequately signal the banks’ debt value. However, there is a
question of whether even the largest banks could issue this debt so frequently. Subordinated
debt is most likely to work with the largest banks, i.e. with assets of at least $10 million. For
smaller banks, the transactions costs would be high and it is unlikely there would be enough
liquidity for small bank issues, meaning the spreads would convey very little information.
To be effective, regulators must take punitive action if the yield on the debt falls below a
certain level, e.g. the equivalent of BBB corporate debt or junk bond yields on the secondary
market. The regulators would then intervene and declare the bank insolvent.

There are a number of advantages arising from the use of subordinated debt. The holders
of the subordinated debt, sophisticated creditors, have a strong incentive to monitor the
actions of the bank because they lose all their investment in the event of failure. If traded,
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the debt would be a means of providing a transparent, market price of the risk a given bank
is taking. Finally, regulators in some countries (e.g. the USA) are required to take prompt,
corrective action or a least a cost approach when dealing with a problem bank. Regulators
would be concerned about runs on debt if there were any rumours about the condition of
the bank, which would reinforce this requirement.

There are also disadvantages. First, the same rules would apply to all banks above a certain
size, independent of the type of bank, its management and the riskiness level. The use of
such debt also implies that bank regulators have access to less information than the market
place, since the idea is to use sophisticated investors to provide early warning of problems
via the sale of the debt. In some developed economies, such as the USA, the opposite is
true. Ely (2000) states that a US bank with assets of $100 billion pays bank regulators over
$4 million in fees, which should be enough for all the bank’s financial information to be
carefully examined. By contrast, the market relies on the publication of quarterly indicators,
and does not have access to detailed information that regulators have. Second, if each bank
subsidiary in a financial holding company structure was required to issue subordinated debt,
there would be two-tier disclosure with the regulator: at the FHC consolidated level and
at subsidiary level. This would be costly for the banks. Next, in the case of a financial
conglomerate the issue arises as to which parts of the conglomerate would have to comply
with the requirement to issue such debt. Also, problem banks would be tempted to avoid
full disclosure or massage the figures at the time the debt was issued. However, with the
Sarabane Oxley rules, the bank executives run a high risk of jail or heavy fines. As was
noted above, if the debt was issued quarterly, it would be costly for the bank and could mean
the market was flooded with bank debt, thereby forcing up yields, which merely indicated
excess supply rather than anything inherently wrong with the bank. Yields would also be
forced up in times of systematic problems, for example, in 1998 with the LTCM and Russian
government debt default.

Finally, requiring banks to issue subordinated debt might cause market manipulation. For
example, an institutional investor could buy up a large portion of a bank’s subordinated
debt and short sell its common stock at the same time. The speculators would then dump
the debt in an illiquid market, forcing up the yields, which could trigger intervention. This
would be likely to cause the stock price of the bank to fall, at which time the investor
closes out the short position: the gain would exceed the loss on the sale of the SD. Bank
management could do nothing about it — a bank can buy back its own common stock but
its management would not be allowed to buy subordinated debt.

4.5.3. Cross-Guarantee Contracts

Ely (2000) argues this is another market oriented method to encourage banks to be safe
and sound. A cross-guarantee contract is a form of private insurance against insolvency.
The guarantors provide unconditional guarantees of the financial firms’ (including banks)
liabilities. It would be negotiated on a firm by firm basis, and to operate in the financial
sector, a firm would be required to find a guarantor. The guarantor would be paid a premium
that would reflect how risky each bank’s activities were. In a simplistic example, a retail
bank offering a diversified range of intermediary services would be far less risky than a firm
specialising in proprietary trading.
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The guarantor and guaranteed firm would jointly agree on a supervisor to monitor
compliance with the cross-guarantee contract; hence supervisory arrangements would apply
to a particular bank according to the risk profile of that particular bank’s assets. It would
get rid of the “one size fits all” approach, though so do the Basel 2 proposals. Also the large
universal banks would need a group of guarantors, and close monitoring of the guarantors
would be necessary to ensure they have the funds to cover an insolvency.

4.6. International Financial Architecture

4.6.1. The Meaning of International Financial Architecture

Though the term “international financial architecture” is relatively new, institutions such
as the Basel Committee have been working towards a common system of regulating global
banks for over two decades. National bodies concerned with containing national crises,
such as Sweden’s central bank and the Bank of England, have been around for centuries.

However, the agenda for international financial architecture is much broader, bringing
together the various organisations dealing with international finance in an attempt to
regulate banks, other global financial institutions and the financial system as a whole.
The objectives are to design a global financial structure, and a means of regulating and
coordinating institutions within that structure, to minimise the probability of a major
financial crisis occurring. Also, to have in place methods for dealing with a crisis,
should it occur.

Table 4.6 shows the key global institutions concerned with preserving the stability of the
international financial system. These organisations focus on the international coordination
of regulations in a particular area, including banking, securities, insurance and accounting.
The exception is the Financial Stability Forum, which is trying to ensure the effective
implementation of all these rules. For example, at its September 2003 meeting, the FSF
identified a number of areas which, in their view, required close monitoring and/or action.
The issue of credit risk transfer (CRT) from the banking sector to non-banking financial
areas, notably the insurance sector, which is arising from the use of credit derivatives (see
Chapter 3). It reported that a work plan had been set up to investigate the issue and address
concerns about financial stability posed by CRT. The need for greater transparency in the
reinsurance industry was also discussed, as was the role of offshore financial centres in an
increasingly integrated global financial market. It looked forward to stronger arrangements
by these centres in the areas of supervision, information exchange and regulation. Other
areas considered were corporate governance and auditing standards.*¢

There are other organisations which also focus on the broader picture, including the
IMF and the World Bank. The International Monetary Fund (IMF) was created by the 1944
Bretton Woods Agreement. With a membership of 182 countries, its primary concern is
with the balance of payments, exchange rate and macro stability, with a responsibility
for economic surveillance around the world. Member countries are encouraged to meet

46 BIS (2003), “The Financial Stability Forum Holds its 10 Meeting”, Bank for International Settlements Press
Release, 11 September 2004. Available at www.bis.org
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Table 4.6 International Organisations Concerned with Financial Stability

Name Date Objective Who Meets Membership
Established
Basel Committee 1975 Supervision of international Supervisors + 12 countries +
on Banking banks but many countries (e.g. central bankers observer status: E
Supervision EU states) apply standards to all ~ from G-10 Commission, ECB,
banks BIS Financial
Stability Group
International 1990 Pre-dates 1990 but membership ~ Supervisors of 91 countries
Organisation of increased after that date. securities firms
Securities Supervisors of securities firms (e.g. SEC, FSA)
Commission
(I0SCO)
International 1994 Supervisors of insurance firms Supervisors of 80 countries
Association of insurance firms
Insurance
Supervisors
(IAIS)
International 1973 To harmonise accounting rules 3 or 4 day 16 delegations — each
Accounting world-wide. Set up the IASBto  meetings per with 3 members plus
Standards implement agreed global annum observers
Committee accounting standards.
(IASC)
International 2001 To implement a set of global Monthly meetings 14 members from 9
Accounting accounting standards. Advised countries
Standards Board by a 49 member Standards
(IASB) Advisory Council
Financial 1999 To advocate stronger Supervisors + G-7 + Australia,

Stability Forum

(FSF)*

development & implementation*
of international standards; to
access, identify and take joint
action on vulnerable points that
could undermine the stability of
the international financial
system; to improve information
flows, coordination and
cooperation among the various
members. No executive role but
rather, to encourage the other
groups to take action

international
supervision
bodies, central
banks (++ECB),
finance ministries,
IMF, World Bank,
OECD, BIS

Hong Kong,
Netherlands,
Singapore (42)

* FSF: emphasis on EFFECTIVE implementation of standards, rather than devising them.
G-7: Canada, France, Germany, Japan, Italy, UK, US.
G-8: as above + Russia.
OECD: G-10: G-7 plus Netherlands, Belgium and Sweden + Switzerland — joined in 1984.
G-30: The Group of 30: a private group of very senior representatives from the private and public sectors and academia.
Objective: to improve understanding of international economic issues.
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macroeconomic targets. Also, since the 1980s, the IMF has been involved in rescheduling
loans/facilitating new ones in the event of major problems (e.g. default or requests by
sovereign countries to reschedule debt repayments). If a country is having problems
repaying its external debt (private, public, or both), it puts pressure on lenders to extend
financing in exchange for the Fund increasing its lending; and on problem debtor countries
to implement macroeconomic adjustment programmes including meeting inflation targets
and reducing the size of government debt relative to GDP.

The World Bank was also created by the 1944 Bretton Woods Articles of Agreement.
The Bank is a development agency, arranging external finance for developing and emerging
markets with little or no access to private lending. The external finance consists of project
finance or loans, granted on condition that certain structural adjustments, etc. be made. It
also encourages private foreign direct investment.

Both institutions have expanded their financial policy departments and are concerned
with financial stability, but mainly at the macro level. The Financial Sector Assessment
Programme (FSAP) is a joint programme run by the IMF and the World Bank. Introduced
in 1999, it signalled that these institutions were intending to play a greater role monitoring
and trying to preserve global financial stability. By April 2003, approximately 95 countries
(both developed and emerging market) have either been, or are about to be, assessed.
The assessments cover the macroeconomy, identification of points of vulnerability in the
financial systems, arrangements for managing financial crises, regulation, supervision and
soundness of the financial structure. There is a direct link with the Basel Committee and
the WB/IMF through the Core Principles Liaison Group: its remit is to draw up methods for
assessing different aspects of the financial sector and for setting up new capital standards. In
its most recent public statement (IMF, 2003), concern was expressed that the programme
is turning out to be costly, stretching IMF/World Bank resources. Though these reports are
thorough, there is a question about their necessity, especially among the G-10 countries,
which are reported on by the organisations such as the OECD and produce their own
extensive statistics and analyses.

4.6.2. Ongoing Issues Related to International Bank Supervision

International coordination of banking regulation and supervision has come a very long way
since the formation of the Basel Committee in 1975. However, there continue to be a
number of outstanding issues to be addressed.

Harmonisation of national supervisory arrangements

Increasingly, bilateral meetings are being used to improve harmonisation between super-
visors of different countries. They are used to exchange information and draw up memoranda
of understanding (MOU). The MOU broadly defines the areas in which the information
exchange takes place, dealing with ongoing financial issues and firms. For example, Evans
(2000) reports the UK’s FSA has over 100 MOU s with other supervisors. Keeping the lines
of communication open in the event of serious cross-border problems is very important, and
requires contact and communication at both the formal and informal level.
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Improved compliance

Improved compliance with agreed standards set by bodies such as the Basel Committee.
The traditional approach has been the assumption that once a standard (e.g. the Basel risk
assets ratio) has been agreed upon, the members of the group would implement the new
standard. However, there are problems with this method:

o Failure to apply the rules.

o Different interpretation of the rules (e.g. tier 2 capital — Basel 1).

e In the case of Basel, a membership limited to developed countries, though this is changing.

e For organisations such as [OSCO and IAIS, the membership is so large and the secretariat
so small (6 and 5, respectively with 91 and 80, respectively country members) that the
rules are impossible to enforce, even if these organisations saw enforcement as part of
their remit, which they do not.

e Basel and IOSCO have attempted peer review but abandoned it for lack of resources,
issues related to confidentiality (e.g. how much information does a member pass to the
peer member conducting the review?) and a reluctance on the part of one member
to pass judgement on another because it could upset bilateral relationships. The IMF
and World Bank may be able to monitor compliance to standards laid down by the
international supervisors because they have the expertise and resources, and already have
detailed knowledge of most countries’ financial sectors. The FSAP is a good example,
though these bodies are already concerned that the assessments are stretching their
resources. There is a more fundamental issue about whether the IMF/World Bank can be
policy advisors/assessors and also act as neutral intermediaries, should a sovereign nation
encounter problems repaying their external debt.

e Incentives could be put in place to encourage countries to cooperate with a compliance
assessment and make the results public. Incentives could include using the assessments
to reinforce attempts at financial reform by a government, getting better ratings from
external agencies and the markets, obtaining lower risk weights for government and bank
borrowing in a given country, and being given better access to IMF and World Bank
loans. Finally, the market would form a poor opinion of countries that did not publish
their reports.

Improved disclosure

Improved disclosure by financial firms is an important component of effective international
supervision because it can improve market discipline. The disclosure can be direct, provided
by the firms themselves (e.g. pillar 3 of Basel 2) or indirect, where the ratings published
by independent rating agencies are used. A more radical suggestion is to use spreads on
subordinated debt as an indicator of the health of a financial firm. The Federal Reserve
Bank of Chicago has provided some evidence that these spreads are a significant indicator
of the creditworthiness of banks but to date, there is no serious move to use them for
Supervisory purposes.

The Financial Stability Forum (2001) reported the results of a working group looking
at disclosure by banks, hedge funds, insurance firms and securities firms. The purpose



[217] —

GLoBAL REGcuLATION OF BANKS

of the exercise was to issue recommendations on an improved regime of disclosure and
the incentives needed to ensure firms participate. The main recommendations called for
timely disclosure (at least semi-annual and preferably quarterly) of financial data drawn
from a firm’s risk management practices. In addition to data on market risk, credit risk,
liquidity risk, etc. qualitative information should be provided. The report also called for
more information on intra-period disclosures or issues such as the methodology behind the
production of statistics.

However, it is important to bear in mind the costs and benefits of disclosure. For example,
supervisors rarely disclose the overall assessment of the riskiness of a particular bank because
of the effect it might have on the markets if a bank is pronounced “high” risk. This in
turn would adversely affect the incentives of the bank to fully disclose its position to the
supervisors, and/or to go for broke in the hope of getting the bank out of a problem before
the supervisor finds out.

Participation and cooperation by developing
countries/emerging markets

All of the key international bodies concerned with prudential supervision have their
memberships dominated by the industrialised countries, while the developing nations are
normally the recipients of aid and loan packages by the IMF, World Bank, etc. However,
greater participation of the emerging market countries is vital if international financial
stability is to be achieved, and this is beginning to happen. For example, 13 emerging
market central banks are members of the Bank for International Settlements, in contrast to
its predominantly western focus at the time of its establishment. The Basel Core Principles
Liaison Committee has members drawn from developing nations.

Harmonisation of accounting standards

There are significant differences in the application of accounting standards, even among
industrialised countries. In the United States, pre-Enron, the standards were used to ensure
that those looking at a firm’s accounts would get a “true and fair view” of the firm. The result
was a proliferation of accounting rules which, in Europe, are regarded as too onerous. Also,
many non-Anglo Saxon countries view firms’ accounts as serving a different purpose, such as
providing information to creditors and employees. For example, in Germany, methods (e.g.
for depreciation) using published accounts must be approved by the tax authorities because
tax is determined from the published profits. By contrast, tax authorities in Anglo Saxon
countries do not use these accounts to assess tax. In the USA, the Sarbanes—Oxley Act
(2002) introduced new, stricter rules designed to prevent a repeat of the poor accounting
practices discovered after the spectacular problems uncovered at the bankrupt Enron and
WorldCom. External auditors for a firm may no longer offer consulting services, and there
are strict new corporate governance rules which apply to all employees and directors of a
company. CEOs and CFOs must certify the health of all reports filed with the Securities and
Exchange Commission, and face stiff fines/prison sentences if they certify false accounts. A
new independent board is to oversee the accounting profession. While the US experience
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prompted authorities in other countries to re-examine their laws, no country has introduced
new laws similar to Sarbanes—Oxley.

There has been significant progress in the resolution of differences, and a convergence
of global standards in accounting. In May 2000, IOSCO agreed to allow the International
Accounting Standards Committee (IASC) to produce a set of 30 core accounting standards,
that would apply globally. After some debate over structure, the International Accounting
Standards Board (IASB) was formed in 2001, with 14 members, from 9 countries: 5 from
the USA, 2 from the UK, and 1 member each from, respectively, Australia, Canada,
France, Germany, Japan, South Africa and Switzerland.#” A Standards Advisory Council
(SAC) was established to advise the IASB. The IASB has produced one set of international
accounting standards (IAS) so that a transaction in any country is accounted for in the
same way. A firm meeting these standards could list themselves on any stock exchange,
including, it is hoped, the New York Stock Exchange.

In June 2002, the European Commission (EC) agreed that all EU firms listed on a
regulated exchange would prepare consolidated accounts in accordance with the IAS from
2005 onwards. In October 2002, it was announced that the IASB and the US Financial
Accounting Standards Board (FASB) were committed to achieving convergence between
their respective standards by 2005. Should convergence be achieved, the Securities and
Exchange Commission (SEC) could accept financial statements from non-US firms which
use IAS — they would not have to comply with the US GAAP (Generally Accepted
Accounting Principles). However, the issue of whether foreign firms operating in the USA
will have to conform to Sarbanes—Oxley remains unresolved — many countries are seeking
to have their companies exempted. A separate dispute has arisen over two standards, IAS
33 and 39, which the European Commission is refusing to accept. The rules are concerned
with the treatment of financial assets and liabilities, currently reported on the accounts at
book value. In earlier periods when few bank assets and liabilities (e.g. loans, deposits) were
traded, holding them at book value was not controversial. IAS 39 would make accounting
statements more transparent with respect to derivatives — many of the markets for futures,
options, etc. are large and liquid due to the growth of derivatives and securitisation. The
IASB proposes to replace book value with “fair value” — the market price of the financial
instrument. European banks and insurance firms, especially the French, have objected on
two grounds. Not all financial instruments are traded in liquid markets, so obtaining a
market value is difficult. For options, futures, etc. that are traded frequently, the concern is
that fair value would lead to more volatile accounts. In the USA, the SEC will not allow
European firms to use international rules unless there is greater transparency. The FSAB
has threatened to halt its efforts to converge GAAP and international standards. As this
book goes to press, the issue has not been resolved, though HSBC has announced it will
adopt the new rules independent of what the EC does. It joins UBS, Dresdner, and other
key banks which already use them.

#7See Table 4.6. The IASB is an independent foundation with a board and group of trustees. The trustees include,
among others, Paul Volcker (former Fed Chairman) and a former chairman of the US SEC. Board members are
chosen according to technical expertise.
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4.7. Conclusion

This chapter began with a review of the reasons for regulating financial markets, and
explained why banks tend to be singled out for special regulation. The reader was introduced
to key terms such as financial fragility, contagion and systemic risk. The bulk of the chapter
focused on the Basel Committee, and its efforts to establish common global regulatory
standards for international banks. Rapid financial innovation, together with obvious gaps
and inconsistencies in Basel 1, resulted in a major amendment on the treatment of market
risk. Proposals for a new “Basel 2” were put forward in 2000, with a recommendation to
change the treatment of credit risk, and introduce a new capital charge for operational risk.
Pillars 2 and 3, dealing, respectively, with supervisory practices and market disclosure, were
added to create a comprehensive system of global bank regulation. It would allow banks to
“mix and match” the way capital charges are assessed for credit, market and operational risk.
Basel 2 gives banks incentives to employ their own internal models, to achieve convergence
in the amount of regulatory and economic capital set aside by banks. The original proposals
were attacked by practitioners and academics alike, and Basel’s own quantitative impact
studies indicate many banks will experience a net increase in the amount of capital they
are required to set aside. Additional consultative documents made substantial concessions
in response to critics, and Basel 2 was adopted by the Basel Committee in June 2004.

The United States has already declared its hand. An announcement by its regulators
means only 10 to 20 US banks will use the most advanced methods to compute their
capital charges; the other 8000 or so will continue to use Basel 1, and the 1996 market risk
amendment. Failure to bring the USA on board could undermine the authority of the Basel
Committee. Whatever its fate, the protracted debate over the content of Basel 2 illustrates
the complexities of trying to regulate 21st century banks.

The final sections of the chapter showed that while the objectives of the Basel Committee
are important, other organisations are involved in global regulation and there are other key
issues, such as the need for a global set of accounting standards.

Chapter 5 looks at the regulation of banks in countries with key international financial
centres. The EU is also included, to round out the coverage of banking regulation in the
developed world. All of these countries (except the US) plan to integrate the Basel 2
into their domestic regulations, which is why the global regulations were examined first.
However, national prudential regulations are also important, and either influence or are
influenced by the structure of their respective banking systems. Furthermore, a study of
the different systems raises a number of diverse issues, ranging from the optimal number of
regulators to problems achieving a single banking market within the EU.






BANK STRUCTURE AND
REGULATION: UK, USA,
JAPAN, EU

5.1. Introduction

Having reviewed international regulation in Chapter 4, this chapter looks at bank structure
and regulation in the United Kingdom, the United States, the European Union and
Japan. The UK is singled out for special scrutiny (section 5.2) for a number of reasons.
London is a leading international financial centre. It has also undergone major financial
reforms twice in just over a decade. Big Bang, 1986, ushered in a period of functional but
self-regulation, though the Bank of England was responsible for the prudential regulation
of banks. However, by 1997 it was “all change” again: supervision was divorced from
the central bank, and a monolithic single regulator created. Scrutiny of the British
experience provides a un